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1

Introduction

In this chapter, we present the introduction for the thesis in Section 1.1. Next

in Section 1.2 we present the main tasks of the thesis. Next in Section 1.3 we

describe the methodology of our thesis. In Section 1.4 we describe how our

thesis is organised. Finally in Section 1.5 we list the contribution of this thesis

to the research community.

1.1 Introduction

Web services have emerged as a technology that is increasing in popularity.

Its ability to effectively automate processes is the main reason for its growing

usage. We refer to a Web service (WS) as a software application identified by

a URI, whose interfaces and binding are capable of being defined, described,

and discovered by XML artifacts and supports direct interactions with other

software applications using XML-based messages via Internet-based applica-

tions” (3WC).

The increasing dependence on Web services means that services are af-

fected if the Web services were to fail to deliver its promised level of service.

In extreme circumstances, Web services may fail completely, causing the ser-

vice to be unavailable to users. On the 21st of April 2011, Amazon’s Web

services failed [120] and affected many other Internet sites. Its web services
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that provide utility-style computing in which customers pay only for the com-

puting power and storage that they need were unable to be accessed due to

the failure and caused widespread inconvenience to many users.

Since Web services provide a service, they are also known as the service

provider. In this thesis, we use the two terms interchangeably. The use of

a Web service starts with the service client, which directs its search to the

service registry which contains a listing of Web services. This is similar to

looking up the phonebook for the phone number of a person. Web services

willing to offer its services would have previously published its information

on the service registry. Once the service client has decided which Web service

to use, the client binds with the Web service (service provider). The binding

process includes having the service client identify itself and send the request

to the service provider. Once the service provider has handled the request, a

reply is sent back to the service client. The relationship between service client,

service provider and service registry is summarized in Figure 1.1.

Fig. 1.1. Relationship between the Service Client, Service Provider and Service

Registry.
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No two Web services can be completely identital, therefore the service

registry categorizes Web services into what kind of Web services it is as well

as how well the Web service can handle the request. In this thesis, we are also

focused with Web services that do not require human interaction, specifically

machine to machine Web services. In the next section we elaborate on the

differences between Web services.

1.1.1 Web Services Differences

When a client searches for a Web service, the client may be presented with

several different Web services. For the client to be able to make a decision on

which Web service will be selected to handle the request, there is a need to be

able to distinguish the Web services from each other. The difference between

Web services can be broadly divided into two categories:

• Functional Properties - Defines the particular results of the system [124].

For example, the functional property for a weather reporting Web service

is to report the weather.

• Non-Functional Properties - Defines the characteristics of the system [124].

Examples of non-functional properties include cost and reliability.

The functional property of a Web service is straightforward, this is decided

by the system designer and system administrator as to what kind of service the

Web service will provide. We consider Web services with the same functional

property to be similar Web services.

The non-functional properties of a Web service can be difficult to deter-

mine, since it varies from Web service to Web service. We discuss this further

in the next section (Section 1.1.2).

1.1.2 Non-Functional Properties

There are many different ways to define how well a Web service performs its

functional property. When the client receives the non-functional properties



4 1 Introduction

of a Web service, it may include non-functional properties which the client

is either not concerned about or does not understand. For this reason, it is

important for both the client and Web service to come to an agreement as to

which non-functional properties they are concerned about and their respective

definitions.

When the client receives the non-functional properties of a Web service,

the client can determine whether the non-functional properties are acceptable

according to the non-functional requirements of the request.

In this thesis, we focus on technical non-functional properties, a list of

which can be found in [33]. Specific to the domain of Web services, non-

functional properties define the level of service which the Web service can

provide. These non-functional properties are thus known as Quality of Service

(QoS) properties. Within this domain, we assume that the values of the QoS

properties of Web services can be measured and quantified in a consistent

manner. This allows easy comparison between the level of QoS that different

Web services can provide.

The nature of the non-functional properties raises a few questions.

• What are the differences between the non-functional properties?

• How should the value of the non-functional properties of each Web service

be measured?

• How should the value of the non-functional properties of each Web service

be computed?

• How should the value of the non-functional properties of each Web service

be compared?

• Who should be responsible for measuring the QoS of each Web service?

• Should the level of QoS of each Web service be tracked over time? This is

known as QoS-monitoring.
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1.1.3 Sustaining Quality of Service

At the end of the previous section, we briefly mentioned whether the level of

QoS should be tracked over time. Web services are susceptible to changes in

the level of QoS. This can be due to a number of reasons such as technical

failure or overload. This brings inconvenience to the client who is expecting a

certain level of QoS from the Web service.

This problem can be minimized if Web services can sustain the level of QoS

provided to the client. We define sustain as to make something continue [95].

If the level of QoS can be sustained at a certain level, the client will receive

the level of QoS that was promised during the initial negotiations.

There are different levels of severity at which a Web service cannot sustain

the level of QoS. We assume in this thesis that providing a higher level of QoS

that was agreed upon gives the same amount of satisfaction to the client as

providing the original level of QoS. The problem comes in when a Web service

provides a lower level of QoS to the client. In extreme circumstances, the Web

service may fail completely, without even being able to warn the client of its

failure.

Once the client is aware that the agreed upon level of QoS cannot be

provided, the client may have to find another Web service with the same

functionality in order to handle the request. This is inconvenient to the client

who has to restart the search process for a new Web service and resend the

request to the new Web service.

In order to simply what the client needs to do, one possible solution is to

group similar Web services together in order to assist each other, which we

describe in the next section (Section 1.1.4).

1.1.4 Grouping of Similar Web Services

Instead of having the client send its request to one Web service, one solution

is to send its request to a group of similar Web services. Web services in this
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group are now able to substitute one another in case a Web service is unable

to meet the QoS requirements of the request. A substitution occurs when one

Web service takes over the handling of the request from another Web service.

This substitution process is transparent to the client, this means that the

client only has to send the request once to the group of Web services and

wait for its reply. Multiple failures can occur within the group of Web services

but this is not known to the client. In essence, the group of Web services act

as a black-box, where the client sends a request and eventually gets a reply.

The details of how the request was handled or the identity of the Web service

handling the request is oblivious to the client.

By making this substitution process transparent to the client, the group

of Web services has to ensure that the QoS of the Web service that handles

the request can meet the QoS requirements of the request.

New challenges occur due to this group of similar Web services. We list

them here:

• When a request is sent from the client to the group, which Web service

should be selected to handle the request. This is known as the selection

process.

• In the event that a Web service fails, which Web service should be selected

to substitute the original Web service. This is known as the substitution

process.

• How should the group of Web services be organised?

• How should the group of Web services be managed?

• Since there are now multiple Web services (with different QoS levels)

within the group, how should the QoS properties of the group be defined?

• Who determines the QoS level of the Web services within the group?

Should they be self-declared by each Web service or determined by a 3rd

party? Considering that there might be a change in the QoS of each Web

service over time, who is responsible for monitoring the QoS of the Web

services?
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• Which Web services should be included in this group? Should we allow

Web services to enter and exit the group? What criteria should be used to

decide when the entering or exiting of a Web service should occur?

• Is there an optimal size of the number of Web services of the group?

We can now define the main problem of our thesis:

How can we sustain the expected QoS of Web services in a group of similar

Web Services?

1.2 Main Questions

Thesis Topic

We have defined the topic of this thesis as follows:

How can we sustain the expected QoS of Web services in a group of similar

Web Services?

There are two main tasks addressing this question:

• User request management deals with the situation when the group of Web

services receives the request from the client (Section 1.2.1).

• Member management deals with the management and organisation of the

Web services in the group (Section 1.2.2).

1.2.1 User Request Management Questions

When the group of Web services receives the request, the first question that

the group needs to have answered is which entity is responsible for selecting

the Web service to handle the request and how this selection is made. There

is also the problem of observability for this entity. This determines whether

the entity is aware of all Web services in the group or only a subgroup of Web

services. A selection mechanism is thus needed to answer this question. This

selection mechanism needs to take into consideration the QoS requirements

of the request along with the QoS properties of the Web services within the
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group. The selection mechanism also needs to consider other possible consid-

erations other than matching the QoS, an example of this is whether a Web

service has been given too many (or too few) requests to handle.

Once a Web service has been selected to handle the request, the next ques-

tion concerns the monitoring of the selected Web service. The group of Web

service needs to ensure that the selected Web service is handling the request

at the pre-agreed upon level of QoS. How this monitoring of QoS is done can

be answered by a monitoring mechanism. This monitoring mechanism allows

the group of Web services to determine when and if a substitution is needed

to handle the request.

In the event that a substitution is required, the next question would then

be to choose among the remaining Web services a substitute Web service

which would be suitable to handle the request. A substitution mechanism is

thus required to answer this question.

1.2.2 Member Management Questions

In order to better manage the Web services in a group, it is important to

know what kind of requests the group will be receiving. The first problem is

thus whether it is possible to be able to create an accurate client model that

is able to anticipate the clients that the group may receive over time. This

way the group can plan accordingly.

A member management mechanism is required to monitor and control

the quantity and type of Web services in the group. Such a mechanism will

allow the group to sustain its QoS over a longer period of time, depending on

the requests sent by the clients. The mechanism should be able to evaluate

the quantity and type of requests that it is receiving from the clients over a

period of time. This allows the group to best serve the clients by adjusting

the quantity and type of Web services in the group.

Finally, it is helpful to know how the group of Web services is to be repre-

sented. An evaluation mechanism allows a method of computing the QoS of
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the group as a whole. This allows the comparison of how the group of Web ser-

vices is doing over time, or also acts as a possible comparison between groups

of Web services. An additional reason for this is that it allows an accurate

publishing of the group in the Service Registry. This allows potential service

clients to have a better idea of the level of QoS that the group of Web service

can provide.

1.3 Methodology

In this section we describe the methodology that we use in our thesis. In the

introduction, we had presented the framework and scope to which we intend

to sustain the quality of Web services. We had proposed a solution by using

a group of Web services and broadly categorized the main question into two

parts, the user request management and the member management problems.

We plan to look at the literature that has been other presented by other

authors which attempt some of the questions that we asked. We plan to look at

the solutions presented and compare their pros and cons to determine the best

solution in our thesis. This research is done across as many domains as deemed

necessary, this includes the domains of Service Oriented Architecture, Multi-

Agent Systems, Auction Theory, Utility Computing and Cloud Computing.

This is done in order to better explain how the contribution for this thesis sits

relative to the current literature.

Adopting some of the ideas in the current literature, we then present a

framework that sustains the quality of Web services. Specific mechanisms can

then be built upon this framework in order to answer some of the user request

management and member management questions.

Using these mechanisms and the framework presented, we run several sim-

ulations in order to best illustrate the benefits of our approach. In order to

best substantiate the experiments, we plan to use real-world data as far as

possible.
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In addition, at the end we plan to compare our proposed solution from a

qualitative view with our solutions that sustain the quality of Web services.

1.4 Thesis Organisation

In this section, we present the organisation of this thesis. We first present the

organisation of the related work related to the three main tasks. We do this in

Section 1.4.1. Before we can address the main tasks in this thesis, we need to

present preliminary concepts and techniques that will help address the main

tasks. These preliminary concepts are presented in Section 1.4.2.

We start our organisation for our contribution in this thesis by presenting

our solution in Section 1.4.3. In Section 1.4.4 we present the organisation for

mechanisms dealing with the situation when a request is sent to the group of

Web services. The second task, the organisation for the member management

is next presented in Section 1.4.5. The third main task, the discussion is

presented in Section 1.4.6.

Finally, we conclude with the thesis organisation of our conclusion in Sec-

tion 1.4.7 as well as look at potential future topics that can be built from this

thesis.

1.4.1 Related Work

In Chapter 2, we discuss theW work related to this topic. We divide this sec-

tion based on the related work for each chapter in our work. We first describe

the related work concerning the user request management. The related work

for the user request management is broken into two different sections, one for

the selection mechanism, and another for the substitution mechanism. The re-

lated work concerning the member management of the group of Web services

comes next.
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1.4.2 Preliminaries

Before we introduce the main ideas of our approach, in Chapter 3 we introduce

preliminary concepts and techniques and ideas that help to solve the main

question. These concepts and techniques are needed to better understand the

approach in this thesis. The concepts and techniques that we define in detail

here are:

1. Architecture - The Web service interacts with other parties such as the

service clients and other parties. In this section we define the architecture

which the Web services operates in.

2. Quality of Service properties - Defining the QoS properties and the no-

tations that we use in this thesis. The QoS properties include the QoS

requirements of the request.

3. Service Level Agreement - The contractual agreement that binds the client

to the group of Web services. Since the group of Web services consists of

multiple Web services with different QoS properties, the SLA involving a

group of Web service requires detailed elaboration. In addition, we men-

tion what is required of the contractual agreement between the individual

Web service and the group.

4. Auction Theory - Our approach includes the implementation of auction

theory into the domain of Web services. In this section we look at basic

auction theory such as the unique properties of different types of auctions.

1.4.3 Solution

In Chapter 4 we introduce our proposed solution to the problem of sustaining

the quality of Web services. We elaborate on the framework chosen to form the

group of Web services along with its architecture and some basic mechanisms.

We go into detail on the roles and responsibilities of each component in the

grouping, along with their relationships and interactions with each other and

the client. This sets up the basis of which our user request management and
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member management mechanisms can use in order to sustain the QoS of Web

services.

1.4.4 User Request Management

We proceed to explain the first of the main tasks in Chapter 5. We discuss

selection management mechanisms when a request is submitted to the group

of Web services. These selection mechanisms select the Web service to handle

the request based on several factors including the QoS of the Web services as

well as the QoS requirements of the request itself. The selection mechanism

will also have to consider how one particular selection might affect the group of

Web services as a whole. We limit the discussion of the selection mechanisms

to only involve Web services already in the group.

In line with the goal of sustaining the QoS, it is crucial to define a sub-

stitution mechanism to handle the situation when a Web service fails. The

substitution mechanism includes monitoring the QoS of the selected Web ser-

vice when a request is being handled. Also included in the substitution mech-

anism is selection and replacement techniques in the event that the originally

selected Web service were to fail. These selection and replacement techniques

are important in the sense that aim to minimize the negative impact of a

failing Web service. We limit the discussion of the substitution mechanisms

to only involve Web services already in the group.

Experiments are conducted in order to better illustrate the benefits of our

approach. They provide a quantitative comparison using real-world values.

1.4.5 Member Management

The member management of the group of Web services is the next main task

described in in Chapter 6. The first step in managing a group of Web services

lies in the requests that are received by the group. Thus, the first step in

figuring out how to manage the group of Web services involves being able to
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accurately model the clients. An accurate model will allow the group of Web

services to be able to effectively predict the number and type of requests that

the group receives.

Another important element in the member management of a group of

Web services is the ability to evaluate the QoS of a group of Web services as a

whole. While this can be done by considering the QoS property of each Web

service within the group, certain QoS properties require special care due to

their definition. The ability to evaluate the QoS of a group of Web services

as a whole gives the group a global view of how it is doing relative to the

requirements of the clients over time. More importantly, the group of Web

services can use this metric to determine the best Web services to admit into

the group.

Next, we discuss mechanisms and heuristics to determine how best to

manage the members in the group. They also allow the possibility of inviting

more Web services into the group. These mechanisms are used to determine

the optimal number and quality of members within a group. It is important

for the mechanisms to remember to consider the QoS requirements of clients

over time. Since clients act independently, they may increase or decrease the

number of requests that they send to the group of Web services. It is also

highly likely for the QoS requirements for the clients to change over time,

since the clients themselves may change.

Finally, experiments are conducted in order to better illustrate the benefits

of our approach. They provide a quantitative comparison using possibly real-

world values.

1.4.6 Discussion

Having proposed a solution in order to sustain the QoS of Web services,

we take a look at qualitative differences between our approach and other

approaches in Chapter 7. In this chapter we look at the differences from both

the user request management and the member management level.
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1.4.7 Conclusion and Future Work

We include a chapter to conclude the thesis by summing up our approach to

sustain the quality of Web services. In the final chapter, we look at possible

future topics that might be worth looking into. Some of these possible future

topics could be raised due to the limitations due to our approach to sustaining

the quality of Web services.

1.5 Contribution

In this section we list the specific contributions that this thesis provides to the

research community. We first list the user request management contributions

in Section 1.5.1. Next we present the member management contributions in

Section 1.5.2.

1.5.1 User Request Management Contribution

Our contribution for user request management are:

• A framework of a group of similar Web services that is used to sustain the

quality of Web services

• The use of auction theory in a group of similar Web services and how this

can improve the selection and substitution

• A unique mechanism to determine how to select and substitute Web ser-

vices in a group of similar Web services

• A mechanism to monitor the QoS of Web services within a group of similar

Web services

1.5.2 Member Management Contribution

Our contribution for member management are:
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• A mechanism in order to predict the number of requests and type of re-

quests that a client sends to a group of similar Web services

• A unique mechanism in order to determine which Web services to admit

and expel from a group of similar Web services

• A mechanism to determine the Quality of Service of a group of similar

Web services





2

Related Work

In this chapter, we discuss alternatives related to our work that have been

presented by other authors. These alternatives are presented and a discussion

follows on their pros and cons. We have divided this chapter as such:

• In Section 2.1, we discuss the related work regarding the selection mecha-

nism used in the user request management.

• In Section 2.2, we discuss the related work regarding the substitution mech-

anism used in the user request management in order to sustain the quality

of Service in a group of Web services.

• In Section 2.3, we are focused with the related work regarding the member

management techniques.

In each section, we compare the solutions provided with each other, discuss

the advantageous and disadvantageous of each solution, and explain how it

can be adopted to our solution. This way, we can position our thesis with

regards to the current research developments and present the contribution of

this thesis.

2.1 User Request Management - Selection Mechanism

In some cases, although the client sends the request to a group of service

providers, it retains control over the selection of the service provider. The
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group of service providers thus only act as a directory, merely providing in-

formation to the client. A combination of both approach is also possible. We

look at the related work on the selection responsibility in Section 2.1.1.

When a request is sent to a group of Web services, a selection entity

is responsible for making the selection to determine which Web service in

the group will handle the request. The selection entity can make the best

selection only based on the information that it has on the service providers in

the group. We first look at the information available to the selection entity(s)

in Section 2.1.2.

In certain organizations, there is only one central entity who is responsible

for the selection process, we consider this as a central coordinated approach.

There is also distributed coordination approach where different entities have

the responsibility for making the selection. Both approaches have their pros

and cons. We look at the related work in Section 2.1.3.

In some cases, when a request is received, it is not necessary to be allocated

immediately to a service provider. Some authors prefer to wait till a number of

requests are received before allocating them to the various service providers,

we call this batch mode. In the case when requests are allocated immediately,

we call this immediate mode. The related work on this, especially in the field

of grid computing is discussed in Section 2.1.4.

Next, we consider the selection priority of the selection entity. Specifically,

we are concerned here with whose satisfaction is the selection entity trying to

maximize when making the selection. This concern is evident in the selection

process in the domain of Utility Computing, where one service provider is

selected to handle the request that is sent from a client. Even though the

work done in Utility Computing is mainly focused on computing resources

(bandwidth, CPU cycles, etc), there are similarities in terms of choosing the

service provider(s) to handle the request sent by the client. In addition, we

present several examples in the cloud computing domain as well. We present

this work in Section 2.1.5.



2.1 User Request Management - Selection Mechanism 19

Our approach involves the use of auction theory. However, there are differ-

ent possible ways where auction theory can be incorporated into the selection

process. In Section 2.1.6 we discuss the related work various ways auction

theory has been incorporated into the selection process and explain how our

approach is similar, or different from other solutions.

Lastly, we supplement the material on how the selection is made by look-

ing at the related work regarding utility functions. We look at the existing

selection mechanisms in Section 2.1.7 and see how they can be applied to our

proposed solution.

2.1.1 Selection - Responsibility

We consider the entity that is responsible to make the selection as the se-

lection entity. In some cases, this responsibility is given to the service client

itself. Allowing the service client to make its own selection can be easier for

the service client to accept its own consequences (or credit) for making the

selection, but this defeats the purpose of having a group of Web services in

the first place.

In the domain of Service Oriented Architecture [46] which we elaborate

later in Section 3.1, the service registry acts as a depository where ser-

vice providers can register themselves. Service clients, in search of a service

provider, can consult the service registry for information on service providers

that might be able to fulfil the functional requirements of the requests. The

eventual selection of which service provider to handle the request is left up to

the service client.

Service brokers exist in the domain of Service Oriented Architecture to act

as a middleman between the service client and service providers. The service

brokers thus have the responsibility to select the Web service to handle the

request after it receives the request from the service client. This selection is

typically done with the eventual QoS provided to the client in mind [127,133].

In the domain of Multi-Agent Systems, [67] defines facilitators as an agent
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which gathers information about other agents and selects agents to do certain

tasks. In the domain of cloud computing, [135] calls such middlemen proxies.

[85] proposes a different way of selection. A recommendation system re-

ceives the request from a service client and generates a list based on its own

recommendations as well as a feedback system depending on the history of

the service providers. It trims the full list down depending on the request from

the service client and presents this list to the service client. The eventual se-

lection of which service provider to handle the request is still performed by

the service client, however the service client only selects from a subset of the

full list of service providers.

For our thesis, the context of our work involves having the service client

select the group of Web services, and specific selection of which Web service

to handle the request is under the responsibility of the group of Web services.

This approach benefits the client by allowing it to submit the request to the

group of Web services and not be concerned about the precise selection. In

addition, any possible required substitutions (See Section 2.2) is left to the

group of Web services.

2.1.2 Selection - Full or Partial Observability

We define observability as the amount of information a selection entity has

on the Web services in the group. If the selection entity has full observability

[15,119], this means that it is fully aware of the functional and non-functional

properties of all Web services in the group. On the other hand, if the selection

entity only has partial observability [25,51,52,97,118,126], it is only aware of

the functional and non-functional properties of a sub-group of Web services.

Full and partial observation can affect the selection mechanism for the

selection entity. Since full observability gives the selection entity complete in-

formation on the entire group, the selection entity is able to make what it

considers the most optimal selection. A selection entity with partial observ-

ability is limited to a sub-group of Web services to which it has knowledge for,
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and thus, a more optimal Web service could possibly exist within the group

but outside of the sub-group of Web services.

In Figure 2.1, we look at the difference between full and partial observ-

ability. In this figure, we consider the organisation where there is only one

selection entity. In the example here with full observability, the selection en-

tity is aware of the functional and non-functional properties of all 3 Web

services within the group. In the case of partial observability, the selection

entity is only aware of the functional and non-functional properties of only 2

Web services within the group.

Fig. 2.1. Difference between full and partial observability

The problems with full observability lie in updating of information to the

selection entities. In the event that there is more than one selection entities,

the updates on functional and non-functional properties of each Web service
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is required to be sent to all the selection entities. This can be heavy on the

network, depending on the size of the group as well as the frequency of up-

dates. This can contribute to scalability problems since as the size of the group

grows, the amount of traffic to and from the single selection entity grows as

well. The partial observability approach does not suffer from the full extent of

these problems since each selection entity is not aware of all Web services in

the group. The extent of these problems highly depends on the organisation of

the group of Web services (See Section 2.3.1) and the method of updating the

information. Since the selection entity is not aware of all information about

the entire group, the network bottleneck is not as severe as the group grows.

The type of organisation (See Section 2.3.1) can also heavily influence the

extent of these problems.

Our approach in this thesis takes upon the full observability approach.

The advantage of full observability is that it allows the highest satisfaction

among all parties involved. We couple this with a central selection approach

where there is only one selection entity in the group of Web services, we look

at the related work on a central of distributed selection process in the next

section.

2.1.3 Selection - Central vs Distributed

When it comes to whether a central or distributed selection process is con-

ducted, a large part depends on the type of organisation of the group of Web

services. We describe later in Section 2.3.1 some possible implementations of

how a group of Web services could be organised, but in this section our focus

is on a central and distributed selection process.

The difference between a central and distributed selection process is in

the entity that is responsible for making the selection. In a central selection

process [15, 88, 130], the selection of the Web service to handle every request

that is submitted to the group is made by a single entity. In the domain of

MAS, [56] calls this a federated or central federated organisation.
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In a distributed selection process , we consider two different types of dis-

tributed selection processes. The first is a distributed singular selection pro-

cess, this is the situation where only one entity is responsible for each request,

however, different requests may be handled by different entities [112,118]. [56]

defines this type of organisation as a congregation. In the second case of a

distributed multiple selection process, multiple entities are responsible for the

selection process of each request [52]. Both distributed selection processes

share similar properties. In Figure 2.2, we present a graphical representation

of the difference between central and distributed singular selection process.

Fig. 2.2. Difference between central and distributed singular selection process

In this thesis, our solution takes the centrally coordinated approach due

to its ability to provide a more optimal solution. Some of the mechanisms

that we introduce can help mitigate some of the problems that come with the
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centrally coordinated approach. Naturally we accept that not all problems will

be solved, for example, in our approach, if the selection entity were to fail,

the entire group will fail to function. We go through some of the differences

between central and distributed selection processes here:

• Scalability: In a central selection process, there are scalability concerns

since all requests are sent to a single entity. As the number of requests

increase, the single entity is faced with additional workload. This is in

addition to possible increase in network traffic that is required due to the

increase amount of communication between client and the single entity.

There will also be an increase network between the single entity and the

Web services in the group. In the distributed selection process, there is

no single bottleneck that might occur. The network traffic and selection

processes are divided among the multiple entities.

• Security: In a central selection process, the single entity may be the target

of any security breaches. This is because the central entity is knowledge-

able of the entire group. In a distributed multiple selection process, since

the responsibility of selection is distributed across multiple entities in the

group, or a distributed singular selection process, it can be harder for a

malicious entity to breach the security of all entities involved in selection.

• Reliability: In a central selection process, since there is only one entity

that is responsible for the selection of Web services in the group, this

entity acts as a single point of failure. This means that if this entity were

to fail, the Web services in the group will be unable to receive requests

and send the corresponding replies. A single point of failure does not exist

in the distributed selection process. If one (or a relative small number)

of selection entities fail, the group can possible remain functional with

limitations.



2.1 User Request Management - Selection Mechanism 25

2.1.4 Selection - Immediate vs Batch

[83] describes two mapping heuristics, immediate mode (or dynamic) and

batch mode (or static) heuristics to determine the matching of tasks (or re-

quests) to heterogeneous distributed computing systems. In immediate mode

[102, 137], requests are allocated to their respective service provider immedi-

ately once it is received by the system. On the contrary, in batch mode [28,44],

a number of requests are received before allocation is done.

There are pros and cons for each approach. Since the immediate approach

allocates the tasks immediately when it is received, there is no lost time for

that task. Batch mode receives tasks and holds onto them for a period of time,

or until a certain number of tasks is reached before deciding the allocation.

The length of waiting time or number of tasks depends on the system ad-

ministrator. While the tasks are waiting to be allocated in batch mode, this

represents time lost for each task. This is because the tasks are simply sitting

there waiting for the system to decide when to allocate the task. This can be

an issue for time sensitive tasks that require immediate action.

However, since batch mode allocates a set of tasks, a more optimal alloca-

tion can be done compared to the immediate mode approach. In Figure 2.3 we

show a quick example of the problems with immediate mode. In this example,

there are 3 indivisible tasks - task 1 of size 3, task 2 of size 4, and task 3 of

size 5. We also have 2 providers that are responsible for handling the tasks,

they are of sizes 5 and 7 respectively. The system cannot predict nor is aware

of the sizes of tasks nor their sequence of arrival. In a immediate mode, the

selection entity may allocate task 1 to provider 1 upon receiving task 1. When

the selection entity receives task 2, since there is insufficient space in provider

1, the selection entity has no choice but to allocate task 2 to provider 3. This

leaves no possible solution when task 3 of size 7 is received.

On the other hand, on the right side of Figure 2.3, we show the optimal

solution for a batch mode after all 3 tasks have been received. Due to the
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allocation of all 3 tasks at the same time, the selection entity is able to fit

tasks 3 into provider 1 and tasks 1 and 2 to provider 2.

Fig. 2.3. Example of difference between immediate and batch mode task allocation

In our thesis, for a group of Web services, we undertake the immediate

mode approach. One main reason is due to its ability to issue requests imme-

diately, no time is wasted waiting for other requests to enter the group.

2.1.5 Selection - Priority

The selection of Web services in a group of Web services bears a similar re-

semblance to the selection in the domain of Utility Computing [60]. In utility

computing, there are producers and consumers which act similar to service

providers and service clients in the domain of Web services. Rather than pro-

viding a service, producers have resources which the consumers require. Bro-
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kers provide strategies to allocate resources from producer to consumer when

the consumer requests for them [18]. The main difference in Utility Comput-

ing is that the resources (clock cycles, bandwidth, memory, etc) provided by

one provider is considered the same as another. This is not the case in Web

services, since the QoS provided by each Web service is different.

In cloud computing, a couple of papers [38,135] propose a service client and

service provider relationship. The service brokers select the service provider

based on maximizing the QoS that is returned to the client.

In Utility Computing, there are 3 main approaches for managing the allo-

cation of resources: user-centric; system-centric and economy-centric.

• User-centric systems [6,29,30,38,135] allocate resources to yield the highest

maximum utility to the clients of the system based on their QoS require-

ments. The maximum utility is determined by an aggregation of the utility

function which each client provides. It is up to the individual client on how

much utility each resource will provide to the client. The focus on such

systems is on the client, with the goal of maximizing the satisfaction of the

clients. An example on how this can work is by choosing the Web service

that gives the shortest execution duration. This is done regardless of the

cost of the Web service but allows the client to receive the highest utility.

• System-centric systems [10,22–24,26,64,78] allocate resources to yield the

highest maximum utility for the entire system. In system-centric systems,

the utility of each resource is determined by the system. This kind of sys-

tems typically do not take price into consideration. Neither are they con-

cerned with how much utility each resource will provide to different clients.

The utility is typically based on properties such as how many requests the

system can process or the percentage of the resources that are being used.

An example of how this can be done is to choose smaller requests so that

more requests are handled. Regardless of the QoS required by the clients of

these smaller requests, they are handled in order to maximize the number

of requests that the system handles.
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• Economy-centric systems [90] only consider the price of service and the

budget of clients with the goal of maximizing profit. This can be done by

always selecting the cheapest service provider and only serving clients who

offer the highest price. In Utility Computing, this is straightforward since

the resource (clock cycles, bandwidth, memory, etc) is considered to be the

same regardless of which service provider provides the resource. In Web

services, the QoS has to be considered too, since the quality of resource

provided by different service providers is not the same.

There are some systems that attempt to combine the focus on economy

and client [17, 114, 116]. [116] does this by creating a utility function that

considers both the utility of the client and the utility of the system. This

utility function is then used to allocate the resource to the clients. However,

to the best of our knowledge, there are no systems that attempt to combine

all 3 approaches within the domain of Web services. In our thesis, we propose

a mechanism that considers the selection of a service provider by taking into

account the client, the system, as well as the economy.

2.1.6 Selection - Auction Theory

Within the domain of cloud computing, Dastjerdi in his PhD thesis [37] pro-

posed that brokers submit for a call to bid and for service provider to reply

with their offers (price). He goes further to propose that counter offers are

made to the service providers. At a certain deadline, these offers are sent to

the service client who makes the final decision on which service provider to

handle the request.

[60] mentions variable and fixed pricing models. In a fixed pricing model,

the price for a resource is fixed, and the clients pay the same amount regardless

of which service provider is providing the resource. On the other hand, in a

variable pricing model, the price for a resource is not fixed, thus clients may

pay different prices on the same resource. The variable pricing model leads to

the possibility of an auction style bidding process for the resources.
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There are several Utility Computing literature that use a bidding process

as part of the selection process [6, 30, 99, 123]. This bidding process can be

adopted and implemented according to some of the bidding process suggested

in the literature of Utility Computing.

Later in Section 3.4, we go into further details on the properties and char-

acteristics of each type of auction and how they can be implemented in a

group of Web services. We show the benefits of such a system and possible

further extension into other frameworks in the Web services domain.

2.1.7 Selection - Utility Function

The idea behind a composition of Web service allows more complex Web

services to be created from simple Web services. By aggregating simple Web

services with different functionalities together, more complex services can be

provided. The workflow [3], or the flow of the Web services are defined by the

selection process. This is in contrast to a grouping of similar Web services

since the Web services provide the same functionality.

The selection process in composition of Web services mainly deals with

allocating a utility function to determine the utility of a specific workflow

[4,5,50,58,79,96,110,130,132]. The utility function is user-centric in the sense

that its goal is to provide the highest amount of utility to the user based on

the request’s requirements. The method taken is to provide utility functions

depending on the type of workflow pattern (sequential, combinatorial, con-

ditional, etc [3]). Such workflows do not exist in our approach since there is

no such workflow in a group of similar Web services. However, the idea of a

utility function is adopted in our approach.

This idea has also been proposed in the domain of Cloud Computing [135]

where the maximization of the QoS level and the minimization of cost occurs.

[92] uses a multi-criteria decision making technique called Analytic Hierarchy

Process [103]. This technique uses complex weighted sum functions that are

built in a structured manner. The process allows for mandatory and optional
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QoS constraints to be met during the selection process. They also introduce

an exact and close criteria whereby certain property values are sufficiently

close to the requested value, while others property values are required to be

exact.

One good idea is the concept of utility functions mentioned in [130], where

a certain selection results in a certain amount of utility for the user. Different

selections result in different amounts of utility. This is similar to our thesis

where a certain score is given to a certain selection. However, the focus in our

approach is not only on the QoS provided to the clients.

[94] takes a rather unique approach by considering the utility that is

provided to the client as well as any possible degradation towards current

tasks that are being serviced. Specifically, the selection process attempts to

maximize the utility provided to the client then minimizing the possible degra-

dation of QoS for tasks that are currently being handled. In our thesis, even

though we undertake the immediate mode of allocating requests to Web ser-

vices as they are received by the group. We consider that any additional tasks

that are allocated to the Web service does not degrade the level of QoS that

the Web service can provide as long as the Web service has the capacity. We go

into further detail on our proposed definition of capacity later in Section 3.2.

Game theory can be used in the selection process to determine which Web

service to handle the request. This has been proposed in the domain of MAS

when selecting an agent to handle the task. However, Game theory suffers from

the problem that the source of the utility function is rarely discussed [71]. In

our thesis, we propose a utility function in order to determine which Web

service should be selected to handle the request. We further elaborate on the

comparisons between game theory and utility function later in Section 2.3.4

during the discussion on the related work regarding admission and expulsion

of Web services from the group.
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2.2 User Request Management - Substitution

Mechanism

In this section we present the related work by other authors with regards to the

substitution mechanism. We first discuss the problem of QoS monitoring, since

we need to know if the substitution is required, and when this occurs. This is

covered under QoS monitoring of Web services and covered in Section 2.2.1.

Next we discuss about the substitution itself. This involves different types of

replication which we present similar works in Section 2.2.2. Different types of

replication techniques have different pros and cons and we discuss the works

by other others to determine which replication technique is best suited for the

framework of a group of Web services.

2.2.1 Substitution - Monitoring

There are three general techniques for monitoring QoS.

• A trusted monitor to intercept the messages exchanged [12,36,66,129,133].

This technique involves passing all traffic between the service client and

the service provider through a monitor. A monitor is defined as a party

that observes the data between two parties. The monitor is responsible for

measuring the QoS that is provided by the service provider. One problem

with this approach is scalability, since the amount of traffic scales higher

as more service provider and service clients are added. [101] regards this as

a monitoring technique with no access to the web service implementation.

In Figure 2.4 we show the difference in terms of potential traffic in order

to illustrate scalability problems. On the left, we present the potential

traffic with 2 service clients and 1 service provider, we see that there are

only 3 lines of traffic going through the trusted monitor. On the right

of the figure, we present the potential traffic with 3 service clients and 2

service providers, we see that there are 5 lines of traffic going through the
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trusted monitor. As more service clients and service providers are added,

the amount of traffic increases, this can cause potential bandwidth issues.

Fig. 2.4. Scalability Problems with a Trusted Monitor

• Monitoring code run on provider’s side [7,41,80,81,105]. In this approach,

code is run on the service provider as part of the service middleware.

This monitoring code intercepts traffic between the service provider and

the service client in order to measure the QoS. The monitoring code then

computes the QoS. One drawback with this technique is possible tampering

of the results by the service provider. A service provider might want to

do this in order to project the image that it is providing a level of service

that is higher than reality. [101] regards this as a monitoring technique with

access to the web service implementation. One problem with this approach

is the maintenance of this monitoring code in the event of future updates.
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If additional QoS parameters need to be observed, this monitoring need

to be updated. This can also get complicated if the service provider has

any kind of system updates, the monitoring code needs to be compatible

with any version of the service provider in order to function effectively.

• A trusted party can periodically probe and monitor the service provider

[54, 75]. This allows the trusted party to get a gauge of the QoS that the

service provider can provide. One major difference between this technique

and the previous two techniques is that the trusted party does not use

the data between the service provider and service client to determine the

level of the QoS of the service provider. [62] takes a similar approach, by

using the client themselves to act as the trusted party. This trusted party

could be a third-party Web service or a service broker that sits between

the service provider and service client. The amount of time for each probe

is user defined [93].

[121] combines the first two techniques by introducing an external monitor

for certain QoS properties while other QoS properties were monitored by

sensors attached to the service provider. We undertake this approach because

it provides multiple avenues of monitoring the QoS of the Web services within

the group of Web services.

[93] uses a combination of the trusted party to probe as well as intercepting

messages in order to accurately monitor the QoS of Web services. They argue

that the combination of both allow an event-based method of monitoring.

[105] specifically mentions that it is necessary for raw measurement data

to be collected in order to ensure the monitoring of an SLA. They explain

that this data can be obtained through messages that go in and out of the

service provider.

In our thesis, our approach takes the form of a trusted monitor in a group of

Web services. The benefits in its ability to accurately monitor the QoS of Web

services outweigh the drawbacks of scalability. Another reason we decide to
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use the form of a trusted monitor is also due to the type of organisation of the

group of Web services that we have chosen in our approach (See Section 2.3.1).

2.2.2 Substitution - Replication

Replication forms the core of the substitution process. If the substitution and

replication are performed successfully, the entire process is transparent to

the client. Replication can be divided into two categories, active replication

[108,109] and passive replication [16]. We elaborate both categories here:

• Active replication - In active replication, more than one Web service han-

dles the same request at the same time. However, there is only one Web

service, designated as the primary Web service’s reply will be sent back to

the client. In the event that the primary Web service were to fail, a sec-

ondary Web service will be chosen from among the rest of the Web services

(known as replicas) that have been handling the request. In this thesis, we

avoid this approach because it might possibly waste the resources of other

Web services within the group in case a substitution is not needed. In the

domain of active replication in Web services, [127] introduces a middleware

that allows active replication in Web services in order to improve reliability,

although the author does not address other QoS properties. The middle-

ware communicates directly to the client, representing the Web services

that it represents.

• Passive replication - In passive replication, only one Web service is han-

dling the request (primary Web service) while an allocated number of Web

services are acting as backups. A failover happens when the primary Web

service fails and one of the backups take over [16]. [31] further divides pas-

sive replication into hot and cold. In hot passive replication, during the

execution of the primary, data is sent to the backups. Thus if the primary

were the fail, the backup systems do not need to start from the beginning

of handling the request and can pick up from where the primary failed. In
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cold passive replication, during the execution of the primary, data is not

sent to the backups. Thus if the primary were to fail, the backup system

would have to start from the beginning. In this thesis, requests to Web

services are modelled as atomic [45], this means that they cannot be bro-

ken up to be handled by different Web services. Thus, only cold passive

replication can be applied. In the domain of passive replication in Web

services, [76] introduces a middleware that allows passive replication in

Web services.

Fig. 2.5. Difference between Active and Passive Replication

In Figure 2.5, we illustrate the difference between active and passive repli-

cation. In this figure, for both the active and passive replication examples, we

have one service client sending the request to the service broker. We also have

a single Web service that has been selected to handle the request, denoted by
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(WS 1) and 2 backup Web services, denoted by Backup WS 1 and Backup WS

2. On the left of the figure we show active replication where the service broker

sends to the backup Web services the request so that the backup Web services

can handle them at the same time as the selected Web service. On the right

of the figure, we show passive replication, whereby the service broker puts the

backup Web services on standby but do not send the requests to them.

[63] does a combination of the two, which they call a semi-active repli-

cation. In this form of Web service replication, one service actively replicates

while the rest acts as a backup system. The authors argue that this semi-

active approach allows less network traffic. In our thesis, the main focus is

not on the network traffic since networking requirements and considerations

is beyond the scope of this thesis. Thus we do not take this approach, but

stick to the passive replication approach.

[136] goes further by categorizing the different replication strategies and

proposes an evaluation framework in order to select the best strategy. In our

thesis, this is not necessary since passive replication is used.

2.3 Member Management

There are different ways of grouping Web services together, simply randomly

throwing a bunch of Web services together can be inefficient. A proper struc-

ture of a group and the relationships of its components have to be defined.

This area has been extensively explored in the domain of Multi-Agent Sys-

tems. We look at the literature regarding this in Section 2.3.1.

Communication is vital in order to group Web services together. Differ-

ent models of such communication exist and we present the related work in

Section 2.3.2. The related work and proposed approach for communication

is applied as well to both the selection and substitution mechanisms, but we

present them here in the member management section because it involves the

overall operation of the group of Web services.
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Next in Section 2.3.3 we look at different prediction mechanism that pre-

dict the requests requirements sent by clients. In this thesis we elaborate on

a simple prediction mechanism however any of the more complex prediction

mechanisms can be used.

In Section 2.3.4, we present the related work on the admission and expul-

sion process from other related work, mainly in the domain of Multi-Agent

Systems. These processes determine which agents to admit and to expel from

the group.

Finally, in order to evaluate the group of Web services, there needs to be

a mechanism to evaluate the QoS of the group of Web services as a whole.

This serves as a way of comparing the group against itself over time, as well

as comparing the group of Web services with other Web services (either as

a group or individually). This evaluation additionally serves as a method

of allowing the group’s QoS to be represented on the service registry. We

presented the related work in Section 2.3.5.

2.3.1 Organisation

The concept of organising a group of different parties is considered a major is-

sue [48] within the domain of Multi-Agent Systems (MAS). One of the earliest

literature to attempt to define the organisation within a MAS can be found

in [49]. In this paper, the definition of a role is defined which gave the roles

of manager and bidder to the two different components to a type of bidding

system.

[35] defines a MAS as a society that can be broken down into two as-

pects: its population and its organisation. The paper also formally defines an

organisation structure [131] of a MAS as a tuple consisting of a set of organisa-

tional roles that agents perform within the system, and a set of organisational

links between roles. [131] refers to the links as organisational rules within the

system.
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[42] considers agents in MAS to be independent if they behave in a man-

ner that follows their own agenda. In addition, agents are in communicative

cooperation if they communicate with each other in order to cooperate to-

wards a certain goal. They define a deliberative system as a system where the

agents cooperate together and behave in a manner to contribute towards a

certain goal. Negotiating systems have an additional element of competition

among agents.

In our thesis we argue that roles need to be clearly defined in a group of

Web services in order to sustain the QoS of Web services. We define both the

population and organisation of a group of Web services, each acting as inde-

pendent parties with a certain agenda. In addition, the relationship (organisa-

tional links [35] or organisational rules [131]) between the different components

that form the group of Web services are also clearly defined. Our proposed so-

lution presented in Chapter 4 is a negotiation system where the parties in the

group of Web service jointly plan their actions yet an element of competition

between parties exist.

Our proposed solution resemble the architecture presented as federations

within the domain of MAS. In federations, a group of agents cede a certain

level of autonomy to a single entity [56]. In this case, the agents allow this

single entity to represent them, and this includes the responsibility of receiving

requests and sending replies. In addition, the responsibility of rejecting tasks

is also given to this single entity. Group members interact only with this single

entity, and all outside communication is done through this entity. This is in line

with our approach revolving around central coordination as explained earlier

in Section 2.1.3. Compared to the coalition or congregation organisations, the

federation is more hierarchical. Another advantage of the federations is from

the perspective of the clients that require the service of a federation. Since the

leader represents the federation, it can do so in a single consistent interface

with the clients. This avoids the problem of the client being confused with

different protocols and interfaces when dealing with different Web services.
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In [56], different organisations allocate different interests for each agent.

Agents within a congregation and a coalition act on their own best interests.

While agents in a team act on the interest of the team. Our approach is similar

to the federation where each agent in the federation is acting on its own best

interests, however, the mediator (leader) of the federation acts on behalf of

the federation and thus acts in the best interests of the federation. In our

proposed organisation, the leader of the group acts in the best interests of

the group however each Web service in the group acts in the best interests of

itself.

The MAS federation Metamorph [86] calls such an entity the mediator.

The responsibilities of the mediator can be divided into two, a high-level me-

diator is responsible for inter-group coordination while the low-level mediator

is responsible for intra-group coordination. Their approach for selecting the

agents to join the federation is similar to selecting an agent to handle a task.

In our approach we propose something similar where the responsibilities of

both intra-group and inter-group coordination are handled by one party. This

is similar to the responsibilities of the facilitator which was described in [67].

Metamorph also allows these mediators to remove itself from the federation

once the binding between agents have been performed, however this is not

an approach we undertake. In our approach, the mediator (broker in our ap-

proach) remains a key component of the group of Web services.

2.3.2 Communication

Web services have a machine-processable interface that allows machine to

machine communication [53]. In our thesis we consider Web services to be able

to use Web technologies [34] such as Simple Object Access Protocol (SOAP)

and Hyper Text Transfer Protocol (HTTP) in order to communicate with each

other. The exact language used between the machines can be customized but

this is beyond the scope of this thesis. In this thesis we assume that there is

a viable method for Web services to communicate with each other.
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However, we still need to consider different possible communication sys-

tems that can be implemented in the group of Web services. Different commu-

nication systems allow different sets of Web services to communicate with each

other. The notion of view, which is the membership of a group was introduced

in [13]. This allows different sets of entities within a group to communicate

with each other if required.

Within our proposed organisation that resembles closely to a federation

(See Section 2.3.1), there is a leader of the group that represents the group

of Web services. The two types of communication for our proposed organ-

isation is thus single-point to single-point communication and a broadcast

type of communication. This allows the leader to contact each Web service

individually and also to broadcast a message to all Web services in the group.

Multi-point to multi-point communication does exist in the form of group

communication [27] but this is not required in our proposed approach. We

note that [107] states that although group communication is not required by

any replication technique, it largely simplifies the implementation.

2.3.3 Client Prediction

The purpose of predicting the clients is to ensure that the group of Web ser-

vices is able to better prepare for the requests that it might be receiving.

Although no prediction model can claim 100 percent accuracy, the more ac-

curate the prediction is, the better the group of Web services can prepare and

thus better sustain the QoS provided to the clients. In this section we describe

several prediction models

One such prediction model is the Markov Chain [55] model. This model is

based on memoryless state changes where the next state is dependant on the

current state and not on its preceding states. Each state in the Markov Chain

model could refer to the level of QoS of the requests. A state transition could

occur from one level of QoS of the request to another based on the satisfaction

of the client. The satisfaction of the client could be determined by the number
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of requests that were handled by the group of Web services, and the level of

which these requests were handled.

The field of econometrics [125] is focused on the prediction and analysis of

statistical data. The proposed model in this paper uses a regression function

in order to predict the clients’ requirements. This gives a higher emphasis

to recent values and a lower emphasis to older values. This approach best

predicts the future requirements of the clients. Other prediction models exist

in econometrics, depending on the properties, but its implementation into

field of Web services is beyond the scope of this thesis.

2.3.4 Admission and Expulsion

In terms of forming a group of agents, there is a lot of literature done on the

formation of coalitions. MAS defines coalitions as agents that have different

functional properties [56]. These algorithms also consider how agents that can

perform different tasks can come together to form the coalition [71]. Each

coalition can therefore perform more tasks than each individual agent, since

the potential for the tasks to be performed sequentially or in parallel is there.

In our approach we only group functionally similar web services together.

This approach allow a better method of sustaining the QoS of Web services.

By allowing one individual Web service to handle the requests, we avoid the

problem of utility sharing, where the problem of how the payment or reward

should be divided among the different parties that contributed. Another major

difference between coalitions and our approach is that coalitions are generally

short-lived [56] whereas we aim to achieve a group of Web services that live

longer.

[111] has a 3 step approach algorithm to determine how a coalition should

be formed:

• Their first step is in terms of data collection. Each agent contacts other

agents asking for their functional and non-functional properties.
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• The second step involves choosing among these agents which agent to

accept to form a coalition with.

• Their final step involves the payment when a task has been performed

successfully.

Their approach on choosing the agents to form a coalition with consist of a

greedy iterative algorithm that considers all possible sizes of a coalition among

all possible agents. We consider a similar approach during the admission and

expulsion processes by considering all possible Web services that might be in

the group.

When agents form coalitions, [111–113] mention the need to coordinate

between agents prior to forming the coalition. Terms and conditions need

to be agreed upon, as well as possible methods of communication. Another

important element to decide prior to forming a coalition is the amount of

payment and the payment methods for successfully finishing the task. When

forming or dismantling a group of Web services, our proposal has a similar

approach in the form of Service Level Agreements. We elaborate on the spe-

cific and possible additional elements of the Service Level Agreement later in

Section 3.3.

From the agent’s perspective, [73,112] argues that an agent will only form

a coalition if the benefit it receives from the coalition is at least as much as the

benefit it receives if it were out of it. The paper also mentions group rationality,

where the group coalition should benefit by having an additional agent in the

group than without it. They do this by considering all possible permutations

for a group to form a coalition. The main difference in their approach is that

their agents perform tasks consecutively in order to achieve their goal. In our

approach, Web services in the group support each other through the use of

substitution in order to sustain the QoS of Web services. What we consider

is therefore the combination of Web services in the grouping. We adopt the

same approach for both individual rationality and group rationality through

the use of utility functions.
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[69] proposes a different type of coalition formation. In their proposal,

they propose designating an agent as a leader with other agents as a member.

Other agents which have not joined the coalition are considered as candi-

dates. The selection of candidates is dependent on the amount of previous

exchanges the leader has with other candidates. If two or more candidates

have the same amount of previous exchanges, then the selected candidate is

randomly determined. We argue that this randomization can occur often due

to the single-dimensional consideration. Since the only factor that is consid-

ered is the amount of previous exchanges, we argue that the possibility of

multiple candidates with the same amount of previous exchanges can be high.

Our approach avoids this randomization by having a multi-dimensional com-

parison. We consider several different QoS properties in order to determine

which Web service to admit into the group. Regarding the departure from

a coalition, they propose that an agent join another coalition if they find a

bigger coalition. This is from the perspective of the members in a coalition.

However, they do not propose a mechanism whether a leader should expel

members of a coalition from the coalition. In our approach, We argue that

this is something that is needed in order to maintain the QoS of the Web

services in a group. In this thesis we propose such a mechanism.

Several approaches form these groups of agents through the use of game

theory [11]. Although game theory allow agents to decide whether or not to

form a coalition, it does not specify the algorithms that allow for coalition

formation [111]. Game theory suffers from the problem that the source of

the utility function is rarely discussed [71]. There are proposals to use an

agent’s belief system of other agents in order to determine the actions of the

agent [70], however, they still lack a concrete utility function. In our thesis, we

use a weighted utility function which allows the Web services, or the group,

to freely incorporate their belief systems in order to determine which action

to take.
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As we mentioned earlier in Section 2.3.1, the architecture we adopt is close

towards federations. However, [67,86] describe how such federations could be

formed, but do not elaborate on what kind of decisions should be made to

determine whether or not to admit or expel agents from the federation.

2.3.5 Group QoS

[2] is the closest in terms of literature which comes to attempting to quantify-

ing the QoS of a group of Web services. The authors analyse this in the context

of a grid of Web services and mention the need to measure the availability,

the capacity and the utilisation of the network bandwidth. Their approach

maps each QoS property into a certain cost, and the QoS of a group can

be determined by summing up the individual costs. One problem with this

approach is in terms of the mapping, the mapping formula was not clearly

defined and we argue that by mapping each QoS property into the cost, each

QoS property is not represented in the final value. Our approach in this thesis

retains identity of each QoS property.

Within the domain of MAS, [112] provides a approach on how to compute

the coalition value of a group of agents. Their implementation considers ad-

dictive tasks between agents in order to achieve a common greater goal. Their

approach considers the summation of the capabilities of the agents within

the coalition. In our approach, each Web service in the group have the same

functional property thus the summation of Web services is not relevant. How-

ever, we propose a similar method (summation) of calculating certain QoS

properties of the group of Web services.
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Preliminaries

In this chapter, we introduce the details and concepts that we use in our

proposed solution. We first introduce the Service Oriented Architecture in

Section 3.1. Next, we discuss QoS properties in Section 3.2. In Section 3.3 we

look at Service Level Agreements that allow two or more parties to come to

an agreement. Finally, we present auction theory specifics that we use in our

thesis in Section 3.4.

3.1 Service Oriented Architecture

A set of principles and methodologies in order to design and develop Web ser-

vices is described in the Service Oriented Architecture [46] (SOA). We describe

the SOA in this section.

There are three basic components to the SOA. The first component is the

client, or the service client in SOA terminology, is the component that requires

the service. The second component, the web service, or the service provider

in SOA terminology is the component that actually provides the service. The

third component aids in the client’s search for a Web service, we call the

third component the service registry. We presented the components and their

relationships with each other earlier in Figure 1.1.
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In the SOA, each component acts independently. This means that each

component can make its own decisions without consideration or consultation

for another component. We describe the three components in more detail:

Service Registry

The Service Registry acts as a depository for Web services who would

like to publish its service description. The service description contains the

functional and non-functional properties of the Web service. This service de-

scription is standardized, based on the Service Registry. Publishing also acts

as a form of contract between the service registry and the service provider [53].

This allows clients to go through the service description easily which allows

the search for a particular service.

A very simple version of a service registry may just be a simple directory

which returns the entire list of service descriptions that have been published.

In this case, it is up to the service client to go through the list to find what it is

looking for. A more sophisticated service registry may also want to implement

a search function for the clients and the service providers.

The request that is sent by the service client may include only functional

requirements or may contain both functional and non-functional requirements

of the request. This decision is entirely up the service client. A sophisticated

service registry could also be set up to handle both types of requests. In either

cases, a list of service descriptions that can fulfil the request requirements

could be returned to the service client.

The service registry may want to ensure that the service description pro-

vided by the service providers is accurate. This involves testing both the

functional and non-functional properties of the Web services. Whether or not

this is done depends entirely on the system administrator of the service reg-

istry. However, the advantage of doing this include having a better trust by

the service clients who can be certain of a level of correctness in the service

descriptions published by the service registry.

Service Client
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The responsibility of the service client is to know the functional and non-

functional properties of the request. The service client can then contact the

service registry to find a service provider that is able to fulfil the request

requirements.

Once a service provider has been decided by the service client, the service

client is then responsible for binding directly with the service provider. This

is a 2-way process that involves communication between service provider and

service client in both directions. Binding involves coming to an agreement with

the service provider the exact terms of the service. The functional and non-

functional properties should be agreed upon by both parties, along with the

payment and penalty details. This information is written down in the service

contract, or technically known as the Service Level Agreement (SLA) [74],

which we elaborate further in Section 3.3. The binding process also includes

sending the request to the Service Provider.

In certain cases, depending on the system administrator, the service reg-

istry may require feedback of the service rendered by the service provider. The

rating system depends entirely on the system administrator, but the service

client will have to reveal to the service registry its satisfaction of the level of

service that was provided by the service provider.

Since the service client acts independently, it is possible for the number of

requests, and the QoS requirements of each request to change over time.

Service Provider

The service provider is responsible for generating its own service descrip-

tion to be published on the service registry. The service provider then sends

this service description to the service registry to be published. This can incur

a cost, since the service registry can be viewed as a service which allows other

service providers to publish their service descriptions there.

If a service client would like to utilize the services of the service provider,

the service client directly contacts the service provider. The service provider
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will then have to come to an agreement, as described earlier under the de-

scription of a service client.

Finally, after the SLA has been agreed upon, the service provider has to

provide the service that it has agreed upon.

Service providers have to be reusable, this means that they are able to be

reused, either by the same client or another client.

Service providers also have to be stateless, this means that resources are

freed once the service has been rendered to a client. This frees up the resources

for the next client.

It is possible for the functional and non-functional properties of the service

provider to change over time.

3.2 Quality of Service

In this section we present the preliminary view of the QoS properties that are

use in other literature as well as those selected properties that are used in this

thesis.

We first go through the related work regarding QoS properties in other

literature in Section 3.2.1. Next we define the QoS properties that we use

in this thesis in Section 3.2.2. Finally, in Section 3.2.3, we define the QoS

properties that are associated with a request.

3.2.1 Quality of Service Properties

There has been a wide spectrum of QoS properties that have been introduced

by the research community, often with varying interpretations. In this thesis

we are focused on technical QoS properties, [134] categorizes this as observable

IT metrics, and provider-advertised metrics for the price. We list here the

metrics and its multiple definitions where applicable:

Availability - Availability is the probability that the system is up for

immediate use [57,59,84]. It is represented as a percentage over an observation
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[14,98,106,132]. Availability is related to reliability [98] and Time-To-Repair

[33].

Price - Price [57, 79, 132] is the amount of money (currency) that the

service provider requires the client to play to use the Web service.

Reliability - Reliability represents the ability of a Web service to per-

form its required function within a maximum time frame [21, 33, 106, 132].

Probability that the Web service can be completed successfully [57].

Capacity - Capacity is the number of requests that can be handled si-

multaneously at a certain level of guaranteed performance [33,98].

Execution Duration - Execution duration is the amount of time between

sending the request and receiving a response [14,57,59,79] or the guaranteed

average time required to complete a service request [98,106]. Sometimes, it is

referred to as latency [84].

Performance - Performance is defined as how fast a service can be exe-

cuted [33,98]. A service is considered to perform well when the throughput is

high with a low response time [59,84].

Security - Security is the ability to provide authentication, authorization,

confidentiality, traceability, data encryption and non-repudiation [33, 84, 98].

[91] also includes the resilience to denial-of-service attacks in the definition of

security. Length of the key [59].

Accessibility - Accessibility is how well a Web service is capable of ser-

vicing the client’s requests [33,84].

Robustness - Robustness is the degree to which a Web service can func-

tion correctly even if given invalid, incomplete or conflicting inputs [33,98].

Accuracy - Accuracy is the rate of errors produced by the service [33,98].

Integrity - Integrity is the ability of the Web service to be protected from

unauthorized access or modification of programs or data [33,84,98].

Reputation - Reputation is defined as how well a service was handled.

The reputation of a Web service mainly depends on end user’s experience of

using the service and is considered a subjective property [21,57,79,132].
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Cost - Cost [20,21,59] is considered as the amount of resources (in terms

of clockcycles, memory, or human resource) that the Web service consumes.

Interoperability - Interoperability represents the Web service’s ability

to be able to operate between different development environments [33].

Scalability - Scalability is the ability of increasing computing capacity in

order to process more clients’ requests [33].

Exception Handling - Exception handling is the ability for a Web service

to handle exceptions [33].

Network-Related QoS - Network related QoS is the ability to work to-

gether with the transport network to minimize network delay, delay variation

and packet loss [33].

Given the numerous number of different QoS properties, [20, 21, 57, 59]

use a subset of QoS properties in their QoS model. They argue that similar

approaches for their work that are applied to the subset of QoS properties

can be extended to other QoS properties not considered in their work. In

this thesis, we have selected 5 QoS properties: price, availability, capacity,

reliability and execution duration to use in our QoS model.

The use of capacity [33, 98], price [57, 79, 132] and execution duration

[14, 57, 59, 79] is straightforward in the sense that these QoS properties can

be quantified. The authors consider these QoS properties as the number of

requests, amount of currency and amount of time respectively. In our QoS

model, we use capacity, price and execution similarly.

Regarding availability and reliability, we have taken the approach similar

to [57,59,84] where availability and reliability is regarded as a probability.

In Section 3.2.2, we present the definitions of the QoS properties that we

use in this thesis. We also elaborate on why we have chosen capacity, price and

execution duration to be deterministic values while availability and reliability

to be modelled as a probability.
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3.2.2 Selected QoS Properties

In this section, we describe the QoS properties and their respective notations

that we use in this thesis. The notations for each QoS property have to be

done from both the perspective of the client’s request as well as the service

provider. For easier readability and understandability, we list the notations

for the request in Section 3.2.3 while the notations for the service providers

are presented later in Section 4.1.3. The QoS properties of the request and

the service provider have to be the same in order for a proper comparison to

be done.

In this thesis we chose 5 properties - capacity, price, execution duration,

availability and reliability for our QoS model in this thesis. We elaborate the

definitions here:

• Availability is defined as the probability [57] that the Web service is up and

ready for consumption. We choose to define availability as a probability

because it can be defined a period of time. For example, one method of

calculating the availability could be to ’ping’ the Web service every second

to determine the percentage of ping replies were received.

• Reliability is defined as the probability [57] that the Web service returns

a reply which the client expects. We choose to define reliability as a prob-

ability because it can be defined over a number of requests. For example,

if there are 10 requests and 9 of them were replied with a reply which the

client expects, then the reliability of the Web service is 90%.

• Capacity is defined as the number of requests which the Web service can

handle at any point in time. We choose to define capacity as a deterministic

value because by relating it with the number of requests, the capacity can

be calculated easily.

• Execution duration is defined as the amount of time which the Web service

takes to handle the request. The time is calculated from the point at which

the request is received by the Web service to the point at which the reply
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is sent to the client. In this thesis, we ignore networking complexities and

assume that the communication between the Web service and the client is

negligible.

• Price is defined as the amount of currency which the Web service changes

for handling a request. Choosing it as a deterministic value means that it

is easy to related to with real world terms. For example, we can define the

price of a Web service to be $400.

3.2.3 Request

In this section we define the QoS properties that define a request, as well as

the notations used. It is the responsibility of the client to determine the value

of the QoS properties. The properties, its definitions and the notations are

listed in Table 3.1 for request r that is sent by client c at time t. The notation

Ct represents the set of all clients that sent requests to the group of Web

services at time t.

Table 3.1. List of Request Properties

Property Notation Description

Requested Availability reqAvtc−r Probability of availability requested

Requested Reliability reqRltc−r Probability of reliability requested

Requested Execution Duration reqExt
c−r Execution duration requested

Requested Price reqPrtc−r Amount of currency client is willing to pay

We define reqQoStc−r to be the tuple containing {reqAvtc−r, reqRltc−r,

reqExtc−r, reqPr
t
c−r}.

3.3 Service Level Agreement

The SLA acts as a contractual agreement between two parties. It states the

terms and conditions that both parties have to fulfil. They usually involve
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one party requesting the service of another party in return for some form

of financial payment. In the event that the service provider cannot fulfil the

request after agreeing to the term and conditions, the party that is providing

the service is usually faced with a penalty, also included in the SLA.

In the framework of a group of Web services, not only do we have to

consider the SLA between the client and the group of Web services (client-

side SLA), it is also necessary to consider the SLA between the group of Web

services and the individual service providers (supplier-side SLA) [61]. We first

present the background of the SLA in Section 3.3.1. Next, in Section 3.3.2 we

describe some specific components of the SLA used in this thesis.

3.3.1 Background

One major reason for having an SLA is to ensure that the service provided are

in agreement to the satisfaction of all parties [32] involved. Several authors

have thus introduced an SLA framework [36,61,65,66] in the domain of Web

services.

There are two main components to a SLA framework, the first component

involves the definition or negotiation of the SLA which decides which terms

and conditions go into the SLA. The second component is with regards to

SLA monitoring [105], ensuring that the terms and conditions specified in the

SLA is carried out:

• Negotiation [36] refers to the negotiation component of the SLA framework

as the Web service contracting component. The negotiation component

defines the terms and conditions that go into the contractual agreement,

known as the SLA itself, between the parties involved. The SLA contains

[61,65,66]:

1. The involved parties

2. The validity period that defines the period of time covered by the SLA

3. Service Level Objectives (SLO), such as the level of QoS
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4. The method of computing the QoS properties

5. The method of measuring the QoS properties

6. The consequences if a violation of the SLA occurs (For example a

financial penalty to the guilty party)

7. Amount of payment in the event that the service is provided to the

satisfaction of all parties

• Monitoring ensures that the terms and conditions stated in the SLA are

going as planned, and if a violation occurs, the corresponding consequences

are implemented. This is similiar to the monitoring of the QoS. We dis-

cussed this in Section 2.2.1 in detail.

Although the SLA generally only concerns the service provider and the

service client, [61] creates the distinction between two kinds of SLAs in a

composition of Web services, supplier-side SLA and client-side SLA. In their

paper, supplier-side SLA involves the service provider and the service broker,

and client-side SLA involves the service client and the service broker. This is

something that we adopt in this thesis, where supplier-side SLA refers to the

SLA between the group of Web services and the service provider; client-side

SLA refers to the SLA between the group of Web services and the client.

[105] also mentions the fact that SLAs can be between two (or more)

service providers, however we do not use this approach in our thesis because

we think that such an approach can be complicated. Our approach considers

requests to be atomic and therefore we can make this simplification.

In [36], the authors consider the difference between resource metrics and

composite metrics. They define resource metrics as QoS properties such as

availability or response time that can be retrieved directly from the service

provider or by intercepting client transactions. Composite metrics, on the

other hand, are created by aggregating several resource (or other composite)

metrics according to a specific algorithm. In our thesis, we are only concerned

with resource metrics.
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[100] introduce the idea of using soft contracts instead of hard contracts in

the SLA. The authors define hard contracts to be QoS properties in contracts

in the form of hard bounds. For example, response times less than a certain

fixed value is considerd to be a hard bound. Soft contracts are a probability

distribution for the considered QoS property. Although the authors focused

only on response time, the concept can be extended to other properties such as

availability and reliability. In this thesis we use both hard and soft contracts

since availability and reliability are defined as a probability while capacity,

execution duration, cost and price are defined as deterministic values.

While there are SLA frameworks involving service provider to service client

[36, 65, 72, 129], to the best of our knowledge, there is no current literature

proposing an SLA framework for specific use in a community of Web services.

3.3.2 Service Level Agreement Components

In this section, we elaborate on the components of the SLA that might occur

in both client-side SLA and supplier-side SLA. Each SLA should include:

• The involved parties - The parties that are involved in this SLA should be

named here. This involves either the identity of the client and the group

of Web services for the client-side SLA or the identity of the group of

Web services and the individual Web service. There should not be any

ambiguity in the identity of both parties.

• Validity period - The SLA should last for as long as it takes for the request

to be handled. For the client-side SLA, this refers to the period when the

request was sent to the group until the client receives a reply. For the

supplier-side SLA this would refer to the length of time which the Web

service remains in the group of Web services.

• Service Level Objectives - For the client-side SLA, the minimum level of

QoS that is expected should be stated clearly. This has to be done for each

and every QoS property. This sets the standard to which the level of QoS
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the group of Web services should aim to provide for the client. For the

supplier-side SLA, the level of QoS which the service provider should be

able to provide when a request is assigned to it.

• The method for computing the QoS properties - This deals more with syn-

tax, for example, whether the execution duration is calculated per second

or per milisecond.

• The method for measuring the QoS properties - How should each QoS

property be measured? For example, regarding the measurement of the

execution duration, does the timing start at the time when the client sends

the request or when the group of Web services receives the request?

• The consequence if a violation of the SLA occurs - This usually involves

some form of financial payment.

• Amount of payment in the event that the service is provided to the satis-

faction of all parties - This usually involves some form of financial payment.

3.4 Auctions

Auctions allow the providers of goods and services to come to an agreement

with consumers over the price of the goods and services that is being sold. We

consider the goods and services that is being sold to be an item. Providers offer

an item up for bid, and the consumers make a bid for the item. Consumers

making a bid are known as ’bidders’. Depending on the auction system, the

method of arriving to an agreement on the price differs. However, for a sale

to occur, both the provider and the bidder have to agree on the price.

Auctions are typically conducted under the supervision of a neutral party,

known as the auctioneer. The auctioneer picks the type of auction system,

described in Section 3.4.1 to use to conduct the auction. This auction system

is one element in determining the final bid price of the item.
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Two other elements that affect the final bid price of the item include

how bidders value the item described in Section 3.4.2 and how much risk the

bidders are willing to take which we describe in Section 3.4.3.

Bidders on their own can form strategies in order to get a favourable

price, we describe potential strategies that bidders can employ in Section

3.4.4. Finally, in Section 3.4.5, we identify properties in the auction systems

that deter bidders from using these strategies.

3.4.1 4 Basic Auction Systems

In this Section we describe the four basic auction systems:

• English auction - Also known as the open-ascending auction is the most

common type of auction. In the English auction, the auctioneer starts the

bid at a low price. Bidders openly publicize the amount of their bid, with

each subsequent bid higher than the previous bid. The auction ends when

no bidder is willing to bid at a higher price than the currently highest

price. The winning bidder is the bidder with the highest price and pays

the price which he announced.

• Dutch auction - Also known as the open-descending auction. The Dutch

auction starts with the auctioneer announcing an absurdly high price. The

auctioneer lowers this bid price until a bidder is willing to accept the last

announced price. The bidder pays the price which was last announced.

• First-price sealed bid auction - In this type of bidding, all bids are private

and sent directly to the auctioneer. Each bidder does not know the bid of

other bidders. The winner of the auction is the bidder that submitted the

highest bid. The winner pays the price which he submitted.

• Second-price sealed bid - In this type of bidding, all bids are private and

sent directly to the auctioneer. Each bidder does not know the bid of other

bidders. The winner of the auction is the bidder that submitted the highest

bid. However, the winner pays the price of the second highest bid, and not

the bid which he submitted.
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3.4.2 Item values

The bidder’s value of the item can affect the eventual winning price. This is

important for the auctioneer when choosing which auction system to use. In

this section we describe the different possible value-types.

The three types of values an item in auction can have are:

• Private: In a private value auction, each bidder knows how much he values

the item for sale and this value is considered private. The bidder’s value

of the item is unchanged upon knowing the valuation of other bidders.

• Common: In a common value auction, the information about the value of

the item for sale is shared among bidders. But each bidder has different

private information about what the value of the item actually is. An ex-

ample would be treasury bills, where the value of the treasure bill is known

to all parties, however, due to the fluctuation in interest rate and other

financial commodities, investors may value the bill differently.

• Correlated: Correlated value auctions is neither private nor common. An

example could be an artwork. Each bidder values the work of art differently,

and thus have its own personal private value. However, the possibility of

selling the artwork later indicates a common value among bidders.

3.4.3 Bidder Types

In this section we describe 3 different types of bidders. The three types of

bidders revolve around the amount of risk that the bidder is willing to take.

The bidding strategies can be different depending on what how much risk the

bidder is willing to take. They are:

• Risk averse: A risk averse bidder is reluctant to take risks. The bidder

prefers to take a lower payoff at a lower risk than a higher payoff at a

higher risk.

• Risk seeking: A risk seeking bidder prefers to take a higher risk at a higher

payoff.
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• Risk neutral: A risk neutral bidder is indifferent to risk. He will neither

pay to avoid it nor to take it. Risk does not affect his decisions.

In this paper, we are focused to finding the best auction system to be

used in a group of Web services. Our focus is not on defining what kind of

risks bidders are willing to take. Since most research is done assuming risk-

neutrality, throughout this paper, we assume bidders to be risk neutral.

3.4.4 Auction Strategies

In general, the provider of the item taking part in an auction is looking for

the highest possible price. Conversely, the consumer of the item hopes to get

a bargain by acquiring the item at the lowest possible price.

This creates a game that providers and consumers can participate in. In

economics this is known as Game Theory [122].There are other factors that

can affect the final winning price of the item in this game. We assume that

bidders are smart intelligent beings who can employ different strategies in

order to achieve a lower final winning price. We discuss several of them here:

• Bidder collusion: Several bidders can coordinate their bid prices so that

the bids stay artificially low. In this case, the bidders can get the item at

a lower price than they would without colluding.

• Untruthful bidding: Bidders may not want to reveal their true valuation

of the item. In certain times they may not even be sure of the valuation of

the item themselves. Wanting to get the item at a lower price, the bidder

may not bid as high as his own true valuation.

• Counterspeculation: If a bidder knows the bid of other bidders, he can

make a more information decision on his own bid. In certain cases, it is

possible for the bidder to pay to gather knowledge about other bidders.

The best strategy (highest payoff) for each bidder is known as the domi-

nant strategy. We assume that bidders will always bid according to his own

dominant strategy since it returns the highest payoff.



60 3 Preliminaries

3.4.5 Auction Properties

In this section we describe the properties that auction systems can have in

the context of Web services.

• Truthful dominant strategy (TDS): This property indicates whether each

bidder will have the dominant strategy where he bids its own true value.

This cuts down on any possible counterspeculation and forces the bidder

to always tell the truth.

• Final Bid Value: This property compares the final bid value.

• Time-requirement: This property defines the amount of time required to

conduct the bid. Sealed bid auctions, for example, would most likely end

earlier than an English auction.

In the context of Web services, the time-requirements of the auction is

critical because the nature of the Web service can be very time dependent.

Keep in mind that from the user’s perspective, the user sends requests to the

group of Web services. Some requests, depending on the functionality of the

Web services are time dependent and require immediate response. Examples

of these can include the sending of an ambulance, or estimating the prices

of stocks in a stock exchange. It is possible for the time taken to execute

the auction to impact the significance of the QoS that the Web service can

provide. Thus, we have chosen to include time-requirements as one of the

properties to consider when comparing the different auction systems.

We mentioned in the previous section how bidders may choose to employ

strategies for their benefit. Two of the strategies - counterspeculation and

untruthful bidding can be avoided by choosing an auction system with the

property of truthful dominant strategy. The third strategy, bidder collusion,

can be avoided by having the bidders bid anonymously. A computerized sys-

tem could be employed to prevent bidders from knowing the identities of other

bidders. This system can be employed regardless of the auction system being

used. In the context of Web services, this is easy to implement since the bid-
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ders are not expected to be in the same room, as well as the fact that the

language and protocol can be chosen to fulfil this property.

We considered another property - the amount of bandwidth required to

conduct the auction, however we decided not to include it in our model. The

main reason is because in today’s context of Web services, the amount of

bandwidth required to conduct the auction is negligible.

3.4.6 Auction Comparison

In this section we consider the different properties auction systems can have

if the bidders value the item differently (See Section 3.4.2) and different risks

that they are willing to take (See Section 3.4.3).

The time requirement for the auctions are not affected by the way bidders

value the item or whether or not the type of risks that they are willing to

take. We see this in Table 3.2.

Table 3.2. Time Requirements for different auction systems

English Dutch First-Price Sealed Second-Price Sealed

Time-Requirement High High Low Low

We next examine the truthfulness and revenue properties of the four auc-

tion systems in Table 3.3.

These properties are used in our consideration of our solution on an auction

system that can be used in a group of Web services, we present this later in

Section 5.2.

3.4.7 Fixed Price Auctions

Extensive work on the properties of auctions with a fixed price has been done

in [39] (known as Fixed-Revenue Reverse Auction). In [39], a seller wishing to

raise a fixed price sells a quantity of a certain good. This fixed price is known
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Table 3.3. Truthful and Revenues for different auction systems

English Dutch First-Price Sealed Second-Price Sealed

Private Value

Truthful Dominant Strategy Yes No No Yes

Revenue [89] Same Same Same Same

Common Values

Truthful Dominant Strategy Yes No No No

Revenue Highest Low Low High

Correlated Values

Truthful Dominant Strategy Yes No No No

Revenue Highest Low Low High

and bidders bid on the amount which the bidders are willing to buy. The bidder

who bids on the lowest quantity of good wins the bid. The results from [39]

indicate that in such a system of fixed-price, the characteristics are similar to

standard auction theory (i.e. English and Second-Price sealed auction have

the TDS property). However, they did stress that sealed bid auction systems

lead to lower quantities (similar to higher prices in a fixed quantity auction,

a more favourable situation for the seller). Quantity equivalence also does

not hold across the different auction systems when having a fixed-price. We

summarize the findings in Table 3.4.

Table 3.4. Truthful and Final Bid Values for Different Fixed Revenue Auction

Systems

English Dutch First-Price Sealed Second-Price Sealed

Truthful Dominant Strategy Yes No No Yes

Final Bid Value Low Low High High

An important finding in [39] indicate that the outcomes are not affected

by the dimension (number of properties) of the auction. This means that a
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model with 3 QoS properties will have the same outcome as a model with 9

QoS properties. A similar conclusion was reached in multi-dimensional auc-

tions [43]. This finding is important in our paper because the number of QoS

properties in different models can vary greatly.





4

Solution

In this chapter we finally introduce the proposed solution to the main prob-

lem of sustaining the QoS of Web services. Our proposed solution involves a

group of Web services, specifically using the framework of a Community of

Web services. A community of Web services takes on the central coordina-

tion approach (See Section 2.1.3). The drawbacks mentioned are inherent in a

community of Web services, however we mitigate these drawbacks by various

proposed mechanisms presented later in Chapters 5 and 6.

We start with the basic framework of a community in Section 4.1. Next

in Section 4.2 we present the Contract Net Protocol (CNP) which is used

in a community of Web services. The introduction of the CNP is critical in

understanding how auction theory can be introduced into the framework of

a community of Web services. We then extend the CNP by including auction

theory in Section 4.3. Next, we introduce a fixed-price auction system in a

community in Section 4.4. Finally, we present the framework for forming the

supplier-side SLA in Section 4.5.

4.1 Framework - Community of Web services

Benatallah et al. [8] define a community as a collection of Web services

with a common functionality, although these Web services have distinct non-
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functional properties like different providers and different QoS properties. In

this work, we consider a community as a means for providing a common

description of a desired functionality (e.g., FlightBooking) without explicitly

referring to any concrete Web service (e.g., EKFlightBooking) that will imple-

ment this functionality at run-time [9]. A framework to engineer communities

can be found in [82].

We present the architecture of communities of Web services in Figure 4.1.

In this architecture, we demonstrate how Web services, Universal Description

Discovery and Integration (UDDI) registries, and communities interact with

each other.

Fig. 4.1. Community of Web Services
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In Figure 4.1, two communities are shown. Each community could offer dif-

ferent functionalities and they are considered dynamic by nature. This means

that there are components in a community that may enter or leave the com-

munity. Specifically, Web services may enter or leave the community subject

to certain conditions.

Individual Web services advertise their services on UDDI registries. This

creates an awareness for both communities looking for additional Web ser-

vices, but also for other clients who are interested in individual Web services.

The UDDI registry thus provides the community with the ability to consult

its database on which Web service might be available to invite into the com-

munity. If the community decides to invite a particular Web service, it is up

to the community to continue its interaction with the Web service directly.

As shown in Figure 4.1, there are two components in a community of Web

services. The first component is a Web service that leads the community, this

is known as the Master Web service (MWS). The second component are the

Web services that handle the requests. They are known as slaves, or Slave

Web Services (SWS). In a community of Web services, SWSs offer the same

functionality but with possibly different levels of QoS.

Our definition of a community differs from [82] in the sense that their

approach allow for SWSs to interact with each other. They proposed the pos-

sibility of alliances, or micro-communities to exist within a community in order

to substitute each other as a method of exception handling. In our approach,

we have designated the MWS to be responsible for such a substitution. It is

the responsibility of the MWS to ensure that the substitution is carried out

successfully in order to sustain the QoS provided to the client. By allowing the

MWS to perform the substitution, it allows for a more optimal substitution

since the MWS is able to select a substitute SWS from the entire community.

The framework of a community of Web services can be built on top of

the SOA framework mentioned in Section 3.1. This means that instead of an

individual Web service publishing its service description on a service registry,
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a community can publish a service description on the service registry. When

the service client asks for a list of service descriptions from the service registry,

it can receive a list of service descriptions consisting of both individual Web

services and communities of Web services. Thereafter, if the service client de-

cides to use a community, it binds directly with the community. The binding

between service client and service provider does not occur since the commu-

nity represents the individual SWSs within it. In Figure 4.2, we show how a

community of Web services can fit into the SOA framework.

Fig. 4.2. Components in the SOA with a community

In Section 4.1.1, we describe the responsibilities of the MWS and in Sec-

tion 4.1.2, we describe the responsibilities of the SWS. In addition, we include

the notations for the SWS QoS properties in Section 4.1.3.

4.1.1 Master of Web services

We define the MWS as a Web service that is designated at design-time to

lead and manage a community of Web services. Although the SWSs within a

community can change, the identity of the MWS does not change over time.

We list the responsibility of the MWS here:
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• to accept or invite new Web service providers to be members of the com-

munity. The MWS does this by consulting the UDDI registry for suitable

Web services. This consultation can be done on a frequent basis in order

for the MWS to get updated information on the available Web services

that might give additional value to the community. There are two impor-

tant criteria which the MWS needs to consider to determine which service

providers to admit. The first criteria is that the service provider needs to

have the same functionality as the one designated by the community. This

ensures the homogeneity within the community, and allows the MWS to

allocate requests directly without doubt as to whether the service provider

can functionally handle the request. The second criteria is that the service

provider meets the level of QoS that is required by the MWS. A service

provider with a low QoS can be assumed to handle the request at a low

QoS, and this can affect the satisfaction of the client. A low client satis-

faction can then lead to less requests being sent to the community. Other

than consulting the UDDI registry for suitable Web services, it is also pos-

sible for individual service providers to apply directly to the community.

Regardless of how the community discovers the service provider, both cri-

teria should be considered by the MWS to determine whether or not the

admit the service providers into the community.

• to expel existing SWSs. A service provider may change its functionality

over time, this could be due to technical difficulties or system designers

deciding that another functionality would be more desired. In such cases

where the functionality of the service provider is changed, it is straight-

forward for the MWS to decide to expel the service provider from the

community. The MWS would do this in order to ensure that the SWSs

within the community have the same functionality. A more complicated

situation may arise if a service provider changes its QoS over time, or if

it is only able to provide a different level of QoS than initially promised.

If the provided QoS is not what the MWS was expecting from the MWS,
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the MWS would need to decide at what threshold should it expel the SWS

from the community. The expulsion of a SWS would have to be done in ac-

cordance with the SLA (See Section 3.3) that both SWS and MWS agreed

upon when the SWS initially joined the community.

• to search for additional sources of requests. In general, we assume that

the higher the number of requests that are successfully handled by the

community, the better off it is for the community. Therefore, in order to

achieve this, it is the responsible for the MWS to search for additional

sources of requests. In addition to having potentially more requests, ad-

ditional sources could lead to these sources offering more budget for each

request. The MWS can do this by one of two methods, it can either ad-

vertise itself on the UDDI registries or individually contacting new clients

regarding the types of services and the level of services that it can provide.

In addition, the possibility of asking for references from existing clients is

also present, however, the implementation of this is beyond the scope of

this thesis.

• to select the SWS that will handle the client request. This is done when

the MWS receives a request from the client on behalf of the community.

Since the functionalities of the SWSs within the community are the same,

the MWS can consider that any of the SWSs within the community is

functionally capable of handling the request. The main consideration is

thus the level of QoS that can be provided to the client. It is also important

for the MWS to consider the budget and requesting level of QoS that is

asked for by the client. Once this selection is made, the MWS has to notify

the SWS that it has to handle the request, and then send the request

accordingly to the selected SWS.

• to execute the substitution process. The substitution process is important

in order to sustain the QoS of Web services. In the event that the originally

selected SWS is not able to handle the request, either at the level of QoS

that was desired, or at all (in the event of complete failure), the MWS
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would need to begin the substitution process. The goal of the substitution

is to be able to select another SWS to handle the request at a satisfactorily

level. It is also the responsibility of the MWS to determine when such a

substitution might be needed. The constant monitoring of the QoSs of

the SWSs that are handling a request is also thus necessary. Once the

substitution is considered necessary, the MWS then needs to select among

the remaining SWSs which SWS to handle the request, inform the selected

substitution SWS and then send the request to this SWS. To complicate

things further, the MWS needs to consider multiple failures, and thus

multiple substitutions.

• monitoring the functionality and the level QoS of the SWSs in the com-

munity. The community consists of service providers that have the same

functionality, and the MWS is responsible for the monitoring of their func-

tionality. This is to ensure that when a request is send to the SWS, it can

satisfy the functional requirements of the request. In addition, the level of

QoS that can be provided by the SWS is also important, in order for the

MWS to have an idea of what to expect from the SWS. There might be

possible expulsions in the event that the functionality or level of provided

QoS is not what the MWS expects.

• storing of information regarding the SWSs. As the MWS collects infor-

mation about the SWSs in the community, the MWS may want to store

this information in order to better monitor the level of QoS of the SWSs.

The more information the MWS can store about the SWS, the better the

prediction it can make on the level of QoS that the SWS can provide in

the future.

• check the liveness of the SWSs within the community [82]. In addition

to monitoring the SWSs, a more frequent ping function could be used

to detect any possible failures of SWSs within the community. This can

ensure a faster substitution or a more accurate update of the level of QoS

that the community can provide.
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• to submit the reply back to the client. Once a SWS has handled the request,

the SWS sends the reply back to the MWS. It is then the responsibility

of the MWS to send this reply to the client. One important feature of

having a group of Web services is that the client is unaware of which Web

service handled the request. In addition, this allows multiple failures to

occur without the client knowing.

We consider the MWS to be a dedicated Web service that is in charge

of the management of the community, the MWS does not directly take part

in the handling of any request, but instead sends the request to the SWSs

within the community and replies to the client on behalf of the SWS. The

selection of the MWS is a conceptual one. One problem that a community

has is that if the MWS were to fail, the community would fail to function.

In practice, a SWS may be promoted to become the MWS of a community

or a backup MWS could have been implemented just in case. However, the

implementation of these solutions are beyond the scope of this paper.

In addition, we assume the MWS to be fair in the selection of SWSs. This

means that there is no additional biasness the MWS over certain SWSs in the

community or Web services that have yet to join the community.

4.1.2 Slave Web services

SWSs have the following responsibilities:

• to assess whether it is able to handle a request and reply accordingly

when the MWS asks for bids using the Contract Net Protocol (CNP). We

elaborate later in Section 4.2 the CNP that is used in a community of Web

services. As part of the CNP, the SWS within a community has additional

responsibilities which we elaborate later.

• to handle requests. The SWS handles the request that it receives and

submit the reply to the MWS.
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• to retire from the community. The SWS should be allowed to leave the

community in accordance to the terms and conditions that were agreed

upon in the SLA (See Section 3.3). This may result in certain penalties

that the SWS would have to make to the community. However, the SWS

may want to retire from the community due to several reasons, they could

be internal reasons such as its change in functional or non-functional prop-

erties, technical problems, or external reasons such as not receiving enough

requests from the community.

• to reply to the ping function from the MWS. This ping function tells the

MWS that the SWS is still alive.

4.1.3 Slave Web Service Quality of Service properties

In this section we define the QoS properties that are associated with an SWS.

We define J t to be the set of SWSs in a community at time t, the number of

SWSs in a community is thus defined as |J t|. The properties, its definitions

and the notations are listed in Table 4.1 for SWS, SWSj at time t, where

j ∈ J .

Table 4.1. List of SWS Properties

Property Notation Description

Availability swsAvtj Probability that SWSj is up and ready for con-

sumption at time t

Reliability swsRltj Probability that SWSj handles the requests re-

liably at time t

Capacity swsCptj The total number of requests that SWSj can

handle at time t

Execution Duration swsExt
j Amount of time which SWSj takes to handle

any request at time t

Price swsPrtj Amount of currency which the SWSj charges at

time t
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We define swsQoStj to be the tuple containing {swsAvtj , swsRltj , swsCptj ,

swsExtj , swsPr
t
j}.

In addition, we consider the current capacity, swsCurCptj , of SWS to be

the number of requests that SWSj is handling at time t.

4.2 Contract Net Protocol

Within the community of Web services, the Contract Net Protocol (CNP)

[117] takes place which allows the MWS to make a better selection of which

SWS would be handling the request. We first present the most basic type of

the CNP where the MWS only asks the SWSs whether they are able to handle

the request. The 6 steps of the CNP can be found in Figure 4.3.

Fig. 4.3. Contract Net Protocol

The 6 steps for the CNP are described as follows:

1. Client sends the request to the MWS. We have earlier provided the QoS

properties that will be used in our thesis (See Section 3.2) as well as its

associated notations. The values of these QoS properties are used in the

request that the client sends to the request.
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2. MWS asks the SWSs for bids. Using the values of the QoS that was

received, the MWS can forward the request to each SWS. The purpose of

this step is to allow the SWS to consider whether or not they can handle

the request.

3. The SWSs make their bid to the MWS. The decision on whether or not

the SWS can handle the request is made by the SWS and subsequently

sent back to the MWS. We take note that only positive replies are sent

from the SWS to the MWS. In the event that the SWS concludes that it

cannot handle the request, a non-reply is sufficient enough for the MWS

to know that the SWS cannot handle the request.

4. The MWS makes its selection on which SWS to handle the request. The

MWS makes this selection based on the replies that it received in the

previous step. Only SWSs with positive replies will be considered by the

MWS. The criteria which the MWS use to select can vary from community

to community. It may not always be the situation that the MWS would

select the Web service that can provide the best service to handle the

request. We elaborate on the selection process later in Chapter 5.

5. The SWS handles the request and returns the answer to the MWS. In

our proposed approach of using the community of Web services, the SWS

does not have direct contact with the client. We can consider that the

SWS is not aware of the identity of the client. Therefore, the MWS has

to forward the reply from the SWS to the client.

6. The answer is sent from the MWS to the client. The client receives the

reply from the MWS and the protocol is done.

This selection process is also used when the MWS needs to find a replace-

ment SWS. A replacement SWS is needed when a SWS which is asked to

handle a request fails.

Reasons for using the CNP include:
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• The CNP fits well within the framework of a community of Web services.

Since the framework insists that all requests and replies go through the

MWS.

• The CNP gives the responsibility of selecting which SWS to handle the

request to the MWS. Since the MWS has a global view of the SWSs

within the community, we argue that this allows the MWS to give the

most optimal selection within the community.

• In addition to the selection, we also consider the substitution process where

the MWS needs to consider the situation where the originally selected SWS

were to become unable to handle the request, either entirely, or at the level

which was expected of it. We can use the CNP again for the substitution

process by resending the request to the SWSs within the community. Since

the MWS has full observability of the SWSs within the community, the

substitution SWS can be considered to be the most optimal SWS.

We have described the most basic version of the CNP. In our approach,

we extend the basic CNP to use different auctioning techniques mentioned

in Section 2.1.6 such as the English Auction or the Dutch Auction. If an

auctioning method is applied, the SWSs within the community bid on the

request as the request comes in. The MWS’s selection process can then also

take price into the consideration. We extend this in the next section.

4.3 Auction Theory in a Community

In this section we elaborate how auction theory can be incorporated into a

community by improving the CNP. They both share similar elements such

as two way communication which allow auction theory to be implemented.

In addition, since the community has a leader in the form of the MWS, it

forms the prime candidate to be the auctioneer responsible for conducting the

auction.
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One approach that the MWS can take is by only providing all QoS proper-

ties provided by the client except the price (reqPrtc−r)to the SWSs. Any other

particular QoS property could be omitted from the tuple, however from the

perspective of revenue of the community, the MWS would benefit the most by

omitting the price. For example, since the MWS acts as a broker between the

client and the SWSs, a dishonest MWS would receive payment from the client

and could subsequently pay the lowest priced SWS for handling the service.

This results in the biggest profit for the community.

Another consequence of such an approach is that this forces each SWS to

make a decision on how low a price each SWS can provide based on the other

QoS properties provided. This replaces step 3 in Figure 4.3. The benefits for

such an approach include:

1. The MWS is able to make a more informed decision on which SWS to

handle the request. For example, it may choose the SWS that provides

the lowest price for the benefit of the client or the community.

2. In terms of QoS monitoring, the MWS is able to track the levels of price

of each SWS more accurately. By receiving the exact price which the SWS

will handle the request for, the MWS is able to monitor the levels of QoS

of each SWS based on the level of QoS of the request.

This approach allows the implementation of an auction system within a

community of Web services. The MWS can act as the auction broker with the

SWSs acting as bidders. For example, an English auction could be conducted

by the MWS where each SWS openly bids the price which it can handle

the service for. Other SWSs receives these bids and subsequently outbids the

winning SWS by offering a lower price. The auction ends when no other SWSs

is willing to outbid the current price. The MWS thus allocates the request to

the winning SWS at the price which it bid on.

In the case of communities, we observe the item values are of type private

(see Section 3.4). This is because each SWS has different emphasis on different
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QoS properties. Some SWSs may find it easier to offer a higher availability

but limit the amount of reliability that it can offer. We have also assumed

here that the bidders are all risk neutral. In terms of auction properties (see

Section 3.4.5), we notice that the following properties comparing the 4 auction

systems in Table 4.2.

Table 4.2. Truthful, Revenue and Time-requirement properties for Fixed-QoS Auc-

tions in Communities

English Dutch First-Price Sealed Second-Price Sealed

Private Value

Truthful Dominant Strategy Yes No No Yes

Revenue [89] Same Same Same Same

Time-Requirement High High Low Low

It is clear from Table 4.2 that the best type of auction for the MWS to

conduct is the second-priced sealed auction. This type of auction has a truthful

dominant strategy for the bidders (SWSs) and requires the lowest amount of

time to conduct. Implementing this into the CNP, it replaces step 3, we now

have SWSj at time t to reply:

• Yes, the SWS can handle the request at swsPrtj

• No, the SWS cannot handle the request

The MWS then selects the SWS which replies the lowest swsPrtj to handle

the request, however, the winning SWS only charges the second lowest price

to handle the service. This is done in order to maintain a truthful dominant

strategy, i.e., all the SWSs will make bids according to their true valuation.

This auctioning technique can be further improved by allowing fixed price

auctions to take place, we describe this in the next section (Section 4.4).
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4.4 Fixed Price Auctions in a Community

In the previous section, we described how an auctioning technique could be

implemented in a community of Web services. The previous auctioning tech-

nique involves having the MWS send all QoS properties provided by the client

except the price(reqPrtc−r) to the SWSs. In return each SWS sends a bid reply

with a price which the SWS is willing to handle the request at. In this section

we further improve the technique by incorporating a fixed-price auction.

Instead of sending all QoS properties provided by the client except with

the price to the SWSs, our solution is to have the MWS send only the price

to each SWS. In return, the SWSs will send a bid reply containing a tuple

with the values of all QoS properties (minus the price) which each SWS can

handle the request in return for the specified price. We call this a fixed price

auction.

We propose that instead of sending the requested price that was received

from the client, the MWS sends a new bid-price to the SWSs. The difference

between the requested price and the bid price will be absorbed as a form of

revenue by the community. This approach gives more flexibility as well as a

possible source of income and incentive for the MWS to lead the community.

In this case the bid price will always be lower than or equal to the requested

price. The requested price is hidden from the SWSs.

The MWS can customize the bid price based on the SWS that it is sending

the price too, this allows the MWS to determine a different price for each SWS.

The MWS might want to set different prices depending on how well the SWS

is able to provide its promised level of QoS as well as its bid history. The

minimum bid price that a MWS can send to each SWS would be 0, in other

words, what level of QoS would the SWS be willing to do for free.

The fixed price auction does not change the fact that multiple SWSs are

competing against each other to provide a certain service to the user. There

are four properties to this approach:
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• The fixed price auction handles the situation where users have a fixed

budget and are looking for the best service that they can get.

• SWSs are allowed to submit bids according to their strengths. The ap-

proach allows the SWS to make its own assessment on how good a service

it can provide and submit this bid to the MWS.

• One challenge which the community faces when it comes to managing

SWSs is the estimation of the QoS of each SWS. This QoS can change

over time due to equipment failure, power shortages, software errors, etc.

This approach allows the community to assess the level of QoS that each

SWS can provide. The community will still have to monitor the eventual

level of QoS that the selected SWS provides and compares that with the

bid of the same SWS. With more bids, the community is able to get a

better idea of the level of QoS the SWS can provide, based on the prices

that users provide.

• The value of the bid-price relative to the requested price influences the

level of QoS that the SWSs provide. The MWS has to keep this in mind

when determining the difference between the bid-price and the requested

price.

In Section 3.4.7 we presented the properties of such a fixed price auction.

From the properties in Table 3.4 we see that the second-price sealed auction

has the highest final bid value as well as a truthful dominant strategy. Our

approach is to thus have the MWS conduct a fixed-price second-QoS sealed

auction. The sealed auction also has the same amount of time-requirement as

the CNP. The full mechanism (replaces the CNP) is as follows:

1. Client sends the request, reqQoStc−r (See Section 3.2.3), to the MWS

2. MWS sends the individual bid price, bidSelPrtj−c−r, to each SWS

3. The SWSs reply with a tuple containing the values of the QoS proper-

ties that it can handle the request at the stated bid price. Since these
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values are dependant on the bid price, we define the QoS properties as

(SWSAvtj−reqPrj−c−r
, SWSRltj−reqPrj−c−r

, SWSExtj−reqPrj−c−r
)

4. The MWS makes its selection on which SWS to handle the request

5. The service provider handles the request and returns the answer to the

MWS

6. The answer is sent from the MWS to the client

7. Payments are made by having the client send the requested price, reqPrtc−r,

to the MWS, and the MWS making payment to the SWS by sending the

bid-price, bidSelPrtj−c−r, to the SWS that handled the request.

The second-price sealed auction can be conducted in a similar manner for

substitution as well, however in this case, the MWS sends the substitution

bid price bidSubPrtj−c−r instead to SWS j at time t.

4.5 Supplier-side SLA Framework

A community can be formed by the MWS inviting Web services into the

community. In order to formally define the relationship between the MWS and

SWSs, a supplier-side SLA is needed. We consider the SLA to be generated

by the MWS. Such an SLA also acts as a specific model of a community that

is used in this thesis. In Figure 4.4, we show where the client-side SLA and

supplier-side SLA apply in a community.
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Fig. 4.4. SLA for a Community of Web Services

The supplier-side SLA states the terms and conditions which both parties

have to fulfil, as well as any payment issues. Before a Web service can join

the community, the potential Web service will have to agree to these terms

and conditions. Likewise, the MWS has to ensure that it follows to the terms

and conditions in the SLA. In the situation where either party violates these

terms and conditions, the penalty which the guilty party incurs should also be

defined in the SLA. In this section we propose the framework of the supplier-

side SLA between the community and Web service. Once a Web services is

admitted into the community, it can then be formally called a SWS of the

community. Our proposed framework resembles the framework in [66], however

our framework is specific to a community of Web services. The framework of
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forming the SLA between Web service and community can be performed in 5

steps:

• Step 1: Negotiation (Section 4.5.1)

• Step 2: Signing and Setup (Section 4.5.2)

• Step 3: Monitoring (Section 4.5.3)

• Step 4: Penalties (Section 4.5.4)

• Step 5: Termination (Section 4.5.5)

Finally in Section 4.5.6 we summarize and conclude the supplier-side SLA

framework.

4.5.1 Step 1: Negotiation

In the negotiation process, the community presents the Web service with the

supplier-side SLA and the Web service negotiates the terms and conditions in

the SLA. Since the community consists of similar Web services, the community

has to ensure in this step that the potential Web service can fulfil the same

functional requirements.

The following list is a proposed list of what might be included in the SLA

between the community and Web services:

• Identity of the community and Web service - In the case of the community,

it is represented by the MWS. The MWS and Web services would be

technically identified by the IP address. However, the identity could also

include the company name and its legal representation that is in charge of

running the service.

• Functional requirements of the Web service - What kind of service can the

Web service provide.

• QoS properties of the Web service - The level of QoS can the Web service

can provide when handling a request.

• Workload of the Web service - The community can guarantee a minimum

number of requests that the Web service receives. This is done to entice
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Web services to join the community, we denote this as gWltj and is defined

as a proportion of requests that the Web service is handling to the capacity

of the Web service, thus having a value of 0 to 1.

• Monitoring - The method of calculating the values of the QoS properties

of the Web service. This includes the technical syntax, the method and

frequency of monitoring.

• Privacy Issues - The MWS may want to keep records of the level of QoS

that the SWS has provided. Some SWSs may feel that such records is a

violation of privacy, and thus should negotiate with the MWS on the type

of information that are stored as well as the length of period which the

information is stored.

• Method of Payment - How should any kind of payment be made between

community and Web service, this includes specifics such as the currency.

• Length of service - Period of time which the Web service remains in the

community.

• Penalties - Penalties either party receives in case of a breach of agreement.

• Termination - The proper method for either party to go about terminating

the agreement with each other.

4.5.2 Step 2: Signing and Setup

When the terms and conditions in step 1 have been agreed upon by both

parties, they can proceed with the formal signing of the SLA. This can occur

with a third-party Web service which oversees SLAs.

The setup phase includes any kinds of tests that might be needed as well

as ironing out the technical syntax and specifications. This can include the

deployment of monitoring software on the Web service.

4.5.3 Step 3: Monitoring

The monitoring step of the SLA is a real-time component. In this step, the

community monitors each SWS to determine if the terms and conditions in



4.5 Supplier-side SLA Framework 85

the SLA are followed. This could include whether the SWS has been handling

requests at the promised level of QoS. Conversely, the SWS monitors whether

the community does what is agreed upon in the SLA, for example, whether

the community is giving enough requests to the SWS.

4.5.4 Step 4: Penalties

Penalties may be required if a SWS cannot handle the requests up to the pre-

determined level of QoS. The community detects this through the monitoring

step. The supplier-side SLA should include the exact penalty and method of

payment.

4.5.5 Step 5: Termination

The termination can occur at the end of the length of service that was deter-

mined previously. The termination may also incur by either party before the

full length of service. If termination of the SLA occurs before the full length

of service, it may be necessary for one party to compensate the other party.

This can be a form of penalty, therefore, the SLA should include the exact

penalty and method of payment.

4.5.6 Summary

The supplier-side SLA framework sets the basic requirements for creating

a SLA between community and SWSs in a community of Web services. It

also elaborates on the model of a community of Web services that we are

using in this thesis. Additional terms and conditions may need to be set

according to the mechanisms that the community chooses to implement. Later

in Sections 5.2.5 and 5.3.2, we elaborate on the specific changes that are

required to the SLA due to proposed mechanisms.
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User Request Management

In this chapter we introduce our approach in handling user requests within

the framework of a community of Web services in order to sustain the QoS of

Web services. Our approach takes into account the satisfaction of the three

main parties [77] - service client, SWS and MWS. We call this the 3-way

satisfaction approach, and it can be applied for both the selection and substi-

tution processes. In addition, auction theory is implemented in our approach

for both the selection and substitution processes. We have earlier described

how this can be done in a community of Web services in Section 4.4.

We first introduce the 3-way satisfaction approach in Section 5.1. Next we

see how it can be applied to the selection process in Section 5.2. We discuss

the substitution process in Section 5.3. In order to better illustrate the ratio-

nale for the introduction of auction theory into the user request management

section, we present experiments using real world values in Section 5.4.

5.1 3-way Satisfaction

The 3-way satisfaction approach takes into consideration the satisfaction of

all 3 parties:

• Service Client - the service client can always look for other Web services

that are able to handle its requests if they are not handled up to satis-
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faction. In this case a service client’s satisfaction is based on the level of

QoS that the request was handled. Furthermore, if the client is satisfied,

it may direct more requests to the community [68], and conversely so.

• SWS - the SWS joins a community expecting a certain level of work. A

minimum level of work or minimum number of requests might be stated in

the SLA between the SWS and community. The more requests it handles,

the more possible income the SWS earns. If the SWS is satisfied with

the amount of work that it is given, it may possibly increase the number

of requests that it can handle by commiting more resources towards the

community, and conversely so.

• MWS - the MWS is concerned with the revenue generated of the entire

community. The MWS ultimately decides the allocation of the requests

to the SWSs and is concerned with making the most amount of revenue.

The revenue of the community can be generated by sending a higher price

to the SWSs and having the MWS keep the difference. However, too high

a difference and this may impact the level of QoS that is provided to

the client. The more revenue the community makes, the higher the MWS

satisfaction. This satisfaction is a reflection of how well the MWS is at

managing the client requests and SWSs within the community. This sat-

isfaction is also an indication of how well the MWS is doing with respect

to other competing communities.

The MWS is responsible for tracking the satisfaction levels of the 3 parties.

This is a normal extension from having the responsibility of allocating requests

as they are directed to the community.

5.2 User Request Selection Process

In our approach, the MWS selects a SWS to handle the request when a request

is submitted to the community. This selection is done in step 4 of the fixed

priced auction presented in Section 4.4. The selected SWS is the SWS that
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provides the highest selection score. The selection score is determined from the

client selection score (Section 5.2.1), the SWS selection score (Section 5.2.2),

and the MWS selection score (Section 5.2.3). We present how to compute the

selection score in Section 5.2.4. In addition, we analyse the implications of our

approach to the SLA in Section 5.2.5.

5.2.1 Client Selection Score

The client selection score is focused on the perspective on the client and

is focused on the level of QoS that is provided to the client. In order to

determine the client selection score for SWS j for request r from client c at

time t, we consider the selection scores for the availability, the reliability and

the execution duration. They are defined in Equation 5.1, Equation 5.2, and

Equation 5.3 respectively.

selScoreAvtj−c−r =

1 if reqAvtc−r ≤ SWSAvtj−reqPrc−r

SWSAvtj−reqPrc−r

reqAvtc−r
if reqAvtc−r > SWSAvtj−reqPrc−r

(5.1)

selScoreRltj−c−r =

 1 if reqRltc−r ≤ SWSRltj−reqPrc−r

SWSRltj−reqPrc−r

reqRltc−r
if reqRltc−r > SWSRltj−reqPrc−r

(5.2)

selScoreEdtj−c−r =

1 if reqEdtc−r > SWSEdtj−reqPrc−r

reqEdtc−r

SWSEdtj−reqPrc−r

if reqEdtc−r ≤ SWSEdtj−reqPrc−r

(5.3)

Finally we can define the client selection score in Equation 5.4.

selClientScoretj−c−r = wselScAv · selScoreAvtj−c−r

+ wselScRl · selScoreRltj−c−r

+ wselScEd · selScoreEdtj−c−r

(5.4)



90 5 User Request Management

Where wselScAv, wselScRl, and wselScEd are the weights for the selection

score for availability, reliability and execution duration respectively.

5.2.2 SWS Selection Score

The SWS selection score is focused on the perspective of the SWS and is

determined by the workload of the SWS. In order to determine the SWS

selection score, selSWSScoretj , for SWS j at time t, we consider workload

of the SWS if the request would be allocated to SWSj . We also consider the

minimum guaranteed workload by the community, gWltj (See Section 4.5.1).

We define the SWS selection score in Equation 5.5.

selSWSScoretj =


swsCurCptj+1

swsCptj
if
swsCurCptj+1

swsCptj
< (gWltj)

1 if
swsCurCptj+1

swsCptj
> (gWltj)

0 if swsCurCptj = swsCptj

(5.5)

5.2.3 MWS Selection Score

The MWS selection score is focused on the perspective of the MWS and its

objective is to maximize the revenue generated. The MWS selection score

depends on the revenue that the MWS might receive by selecting the SWS

to handle the request. In order to determine the MWS selection score for

SWS j for request r from client c at time t, we consider the requested price,

reqPrtc−r, and the selection bid price, bidSelPrtj−c−r. We define the MWS

selection score in Equation 5.6.

selMWSScoretj−c−r =

1− reqPrtc−r−bidSelPr
t
j−c−r

reqPrtc−r
if (bidSelPrtj−c−r) < (reqPrtc−r)

0 if (bidSelPrtj−c−r) ≥ (reqPrtc−r)

(5.6)
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5.2.4 Selection Score

Having provided the formulas to determine the selection scores for the client,

the SWS and the MWS, we can now present the selection score. The selec-

tion score for SWS j for request r sent by client c at time t is defined in

Equation 5.7.

selScoretj−c−r = wselClientScore · selClientScoretj−c−r

+ wselSWSScore · selSWSScoretj

+ wselMWSScore · selMWSScoretj−c−r

(5.7)

Where wselClientScore, wselSWSScore, and wselMWS are the weights for the

selection score for client, SWS and MWS respectively. These 3 weights sum

up to 1.

5.2.5 SLA Implications

The implementation of auction theory in the community does not affect the

community’s relationship with the client. The client-side SLA between the

community and client is not affected. Our main consideration in this section

is the supplier-side SLA between the MWS and the SWS.

The implementation of auction theory into the community changes the

relationship between the MWS and the SWS, specifically, the following items

have to be discussed prior to such an implementation:

• The MWS has to make it clear to the SWS that an auction process is used

in the selection of the SWS to handle the request. The type of auction

process has to be clarified to the SWS as well as the expectations of the

SWS in the event that it successfully wins the bid. For example, in the

fixed-price second-QoS sealed auction, the MWS has to clearly state that

the expected level of QoS is the second highest QoS instead of the level of

QoS which the winning SWS bid on.
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• The fixed-price second-QoS sealed auction implies that each SWS truth-

fully submits the level of QoS that it can handle for the fixed-price. The

MWS may want to use this information in order to better monitor the

level of QoS that it provides to the community. The supplier-side SLA

may want to explicitly state this in order to avoid any privacy issues that

the SWS might have.

• The risk of bidder collusion [122] is always present when an auction takes

place. In the context of a community of Web services, it can usually be safe

to assume that the SWSs do not know the identities of one another. How-

ever, the MWS may still consider to include penalties in case of collusion

among SWSs. Such penalties have to be stated clearly in the supplier-side

SLA.

• During the bidding process the SWS declares the level of QoS which it can

service the request. This is specific to the request, and the supplier-side

SLA would need to include the penalties for not meeting the declared level.

These considerations are a direct consequence of the implementation of

auction theory into a community of Web services. Whether the MWS decides

to switch to the auction system or whether it is inviting a new SWS into the

community, these items have to be made clear to the SWSs.

5.3 User Request Substitution Process

In our approach, the MWS selects a SWS to perform a substitution when

the MWS determines that a originally selected SWS is unable to satisfacto-

rily handle the request. The MWS determines this through QoS monitoring

techniques which we describe in Section 5.3.1.

The 3-way satisfaction approach proposed earlier during the selection pro-

cess can also be used in the same manner in the substitution process. The

substitution process involves calculating the highest selection score among the

SWSs in the community. One main difference is that when determining which
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SWS to perform the substitution, the MWS has to ignore SWSs that had

previously failed for the same request. The MWS can do this by keeping track

of which SWS is handling which request. Lastly for the substitution process,

we present the SLA implications for the substitution process in Section 5.3.2.

5.3.1 QoS Monitoring

QoS monitoring forms the first component to the substitution process. This

is because the MWS needs to know if and when a substitution needs to occur.

The MWS can proceed with the substitution only after it discovers that the

original SWS cannot satisfactorily handle the request.

In Section 2.2.1 we mentioned three general techniques for monitoring

QoS. The first, a trusted monitor, exists inherently in a community of Web

service. This is because all communication between the client and the SWSs

goes through the MWS. The second technique, running monitoring code on

the provider’s side can be implemented in our approach. However, further

additions have to be added to the SLA in order for the monitoring code to be

effective. The third technique, a trusted party is not required in our approach

because the MWS can already perform the monitoring role. In addition, we

assume the MWS to be trustworthy from the perspective of the community.

Since all communication between the client and the SWSs goes through

the MWS, the MWS is aware of the moment when a SWS has completed the

handling of the request and the QoS of the reply. An exception to this can

include QoS properties that require feedback from the client. For example,

the way that reliability has been defined in this thesis is determined by the

expectation of the client. Therefore, a feedback mechanism needs to be in place

where the client informs the MWS the level of reliability that the request was

handled.

One mechanism that the MWS can use is the timeout [79]. The way a

timeout works is that the MWS waits a certain period of time before deciding

that the SWS is taking too long to handle the request, the MWS can then
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proceed with the substitution process. One crucial factor in how well the

timeout can work is in choosing the length of time. If the timeout is chosen

to be too short, the SWS may not have be given enough time to handle the

request. On the contrary, if given too much time, the SWS may have failed

and the MWS may have waited longer than necessary to start the substitution

process.

One method of avoiding the problem with a long timeout is to introduce

monitoring code on the provider’s side. The MWS can periodically receive a

signal (or a ping) from the monitoring code informing the MWS that the SWS

is still running.

5.3.2 SLA Implications for Substitution

A substitution is never ideal but nevertheless its implications should be agreed

upon in the respective SLAs. The supplier-side SLA and the client-side SLA

need to be approached differently since they concern different parties. In this

section we first describe the SLA implications for the client-side SLA and then

describe the SLA implications for the supplier-side SLA.

5.3.2.1 Client-side SLA Implications for Substitution

The biggest implication to the client when a substitution is necessary is the

longer execution duration from the perspective of the client. For each substi-

tution that takes place, it takes longer for the client to receive a reply from

the MWS. The execution duration should be considered alongside any other

QoS property. When the MWS sends the SLA to the client, the MWS needs

to keep this in mind, and it might want to only be minimally penalised if the

execution duration QoS property is not adhered to.

5.3.2.2 Supplier-side SLA Implications for Substitution

There are more implications on the supplier-side SLA. The MWS has to con-

sider the following:



5.4 Experiments 95

• How the monitoring of the SWS occurs. There might be contention if

the SWS that was substituted feels that the substitution was unjust (for

example, if the timeout was too short).

• Imposing a penalty on the SWS that failed to handle the request.

• Giving a reward to the SWSs that replied positively to the request for

substitution bid.

• Giving a reward to the SWS that carried out the request successfully.

These 4 factors have to be considered when the MWS submits the supplier-

side SLA to each SWS before joining the community. The MWS may want

to give a higher reward for replying positively to the request for substitution

bid in order to give SWSs more incentive to handle substitution requests. The

MWS may also want to include that the reward for successfully handling a

substitution request is higher than the reward for handling a normal request.

Although the MWS may not explicitly mention that a request is normal or

a substitution, SWSs within the community might consider a request to be a

substitution if it receives a request with the same price within a short period

of time. On the other hand, the MWS may want to explicitely mention that

the request is a substitution since a higher reward for handling a substitution

request may mean that the SWSs will attempt to handle the request at a

higher QoS level.

5.4 Experiments

Before going into the actual experiments, we first present the experimental

set up in Section 5.4.1. This includes how the experiments were conducted

and where the values came from. This set up is applicable for all experiments

in this thesis.

Next, we present two different set of experiments, the first set focuses

on the use of the fixed-price auction in a community of Web services (Sec-

tion 5.4.2). We compare the fixed-price auction with other methods of selection
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within a community. The second set of experiments show the 3-way satisfac-

tion approach which considers the satisfaction of all 3 parties for the selection

of Web services when a request is handled (Section 5.4.3).

5.4.1 Experiments Introduction and Setup

All the experiments were written in Java using the Eclipse SDK. Each MWS,

SWS and client were modelled as agents acting with their own property values.

The behaviour of each agent is explained prior to each experiment, this can

differ depending on the objective of the experiment.

Most values of the SWS properties were real QoS values taken from [1].

This dataset represents 2507 real Web services that exist on the Web. It

includes the QoS values of 9 properties including availability, throughput,

response time, and reliability. These QoS values were determined by moni-

toring the Web services over a 6 day period. We have chosen to use the values

of response time in the real data to represent the execution duration for the

SWSs in the simulation. Even though throughput and capacity are different

in definition, we have elected to use the values of throughput in the real data

to represent the capacity for the SWSs in the simulation. This is the closest

QoS that we could find in the dataset to represent capacity. In the dataset,

there was no transform needed since availability and reliability were already

presented as percentages while throughput and response time were presented

as discrete values.

Despite our best efforts to find a complete set of real world experimental

values, some experimental values for example price still had to be simulated.

Another area where the experimental values had to be simulated included the

requested QoS property values. For the purposes of this thesis we assume these

simulated values were chosen in order to best simulate the real world situation,

this is done by randomizing the values across a range of values. The range of

values for each simulated values are presented prior to each experiment.
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For all experimental results, they were determined by repeating the exper-

iment 100 times and taking the average. This is done in order to ensure that

there are no obscure results due to randomness.

5.4.2 Fixed Price Auction Experiments

In this section, we present the experiments focused on the fixed-price auc-

tion system. The objective of these experiments is to compare the fixed-price

auction mechanism with previous methods of selection. This is done by mea-

suring the number of handled requests and the QoS of the requests provided

by the different mechanisms. These two properties can help measure the ef-

fectiveness of sustaining the quality of Web services. This is done in order to

see what effects or improvements (if any) there are in using the fixed-price

auction system. The mechanisms that we compare against each other are:

1. Basic method of selecting the SWS to handle the request based on the

CNP (Selection mechanism 1)

2. Auction based selection where the MWS sends the SWSs all QoS require-

ments except the price (Selection mechanism 2)

3. Fixed price auction where the MWS only sends the price to the SWSs

(Selection mechanism 3)

We perform the simulations first in the situation where no substitution is

necessary, and then where substitution is possible. This is done in order to

analyse the performance of the selection mechanism only and the substitution

mechanism separately.

In order to illustrate the differences between the 3 methods, we observe the

simulations where the request QoS requirements increase over time. One way

of interpreting this behaviour are greedy clients where they ask for a higher

level of QoS for the same price. The price offered by the clients over time does

not change in our simulations. For the case of the second mechanism where

the MWS sends the SWSs all QoS requirements except the price, we consider
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a property which we call the price satisfaction. This is the gain in satisfaction

for the client when it is charged a lower amount for the request.

This section is divided as such. First we present the preliminaries required

for the experiments in Section 5.4.2.1. In Section 5.4.2.2 we present the values

of certain properties that we used in our experiments. Next we present the

experiments in the following sections:

• Number of Handled Requests for all 3 selection mechanisms (Section 5.4.2.3)

• QoS measurements for all 3 selection mechanisms (Section 5.4.2.4)

• Number of Handled Requests for all 3 substitution mechanisms (Sec-

tion 5.4.2.5)

• QoS measurements for all 3 substitution mechanisms (Section 5.4.2.6)

Finally we conclude the fixed-price auction experiments section in Sec-

tion 5.4.2.7.

5.4.2.1 Auction Experiments - Preliminary

When the client receives a reply from the community, it does not know which

SWS handled the request. It receives the reply of the handled request from

the community. We therefore define the QoS properties of the handled request

in Table 5.1.

Table 5.1. List of Handled Request Properties

Property Notation Description

Handled Availability hanAvtc−r Handled Probability of availability

Handled Reliability hanRltc−r Handled Probability of reliability

Handled Execution Duration hanEdtc−r Handled Execution duration

Handled Price hanPrtc−r Handled Amount of currency client is charged

In order to evaluate how well the community handles a request, we define

client satisfaction as a function of the requested availability, requested reliabil-
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ity, and requested executed duration matched with their handled equivalents.

In general, a client is more satisfied if the QoS requirements of the client was

met and the client is less satisfied if the QoS requirements was not met.

We introduce the experiment client satisfaction for availability, reliability,

and execution duration in Equation 5.8, Equation 5.9, and Equation 5.10

respectively.

exClientSatisAvtc−r =

1 if reqAvtc−r ≤ hanAvtc−r
hanAvtc−r

reqAvtc−r
if reqAvtc−r > hanAvtc−r

(5.8)

exClientSatisRltc−r =

1 if reqRltc−r ≤ hanRltc−r
hanRltc−r

reqRltc−r
if reqRltc−r > hanRltc−r

(5.9)

exClientSatisEdtc−r =


reqEdtc−r

hanEdtc−r
if reqEdtc−r < hanEdtc−r

1 if reqEdtc−r ≥ hanEdtc−r
(5.10)

Finally we can define the overall experiment client satisfaction in Equa-

tion 5.11.

exClientSatistc−r = wexClientSatisAv · exClientSatisAvtc−r

+ wexClientSatisRl · exClientSatisRltc−r

+ wexClientSatisEd · exClientSatisEdtc−r

(5.11)

Where wexClientSatisAv, wexClientSatisRl, wexClientSatisEd are the weights

for the experiment client satisfaction for availability, reliability, execution du-

ration and price respectively.

For the purposes of the simulations, we have set these 3 weights to be of the

same value. In practice, a system administrator is free to set them differently

according to its own priorities.

The satisfaction due to the price is calculated separately in Equation 5.12.

This is because the satisfaction is only applicable in the second mechanism
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Table 5.2. Auction Experiment Properties

Experiment Properties Mean Min Max

SWS Price 12 10 14

SWS Failure Probability 0 20 20

Requested Budget 15 10 20

Requested Availability 32.5 30 35

Requested Reliability 22.5 20 25

Requested Execution Duration 4250 3500 5000

where the MWS sends all QoS except to the price to the SWSs. In the other

two mechanisms, the handled price is always the same as the requested price.

exClientSatisPrtc−r = 1−
hanPrtc−r
reqPrtc−r

(5.12)

5.4.2.2 Auction Experiments - Properties

In these experiments we simulate 50 SWSs over 10 time units. At the end of

each time unit, the QoS requirements for the requested availability, requested

reliability was increased by 10% while the requested execution duration was

decreased by 10%. In order to illustrate the benefits of the selection mecha-

nisms, the community was sent more requests that it can handle (according to

its capacity determined by the SWSs). In the experiment we set this number

to 400 requests per unit time.

In Table 5.2, we list other values of the properties that were used in the

experiment.

SWS Failure Probability refers to the probability (in percentage) of how

likely it is for the SWS to fail. This property is only used for the simulations

involving the substitution mechanism.
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5.4.2.3 Number of Handled Requests

For the first 2 selection mechanisms, individual SWSs do not bid if it cannot

match the QoS requirements.

Fig. 5.1. Number of Handled Requests for all 3 selection mechanisms

In Figure 5.1, we display the number of number of handled requests for

all 3 selection mechanisms. We see that when the client increases the QoS

requirements to a certain point, the first two approaches fail to handle any

of the requests. This happens when the community does not receive a single

bid from the SWSs. In the third selection mechanism, SWSs are allowed to

return a QoS bid which allows the SWS to handle the request at a lower QoS.

In the 3rd selection mechanism, the limit of the number of requests that are

handled depends on the capacities of the SWSs in the community.

The important part that can be derived from this experiment is to note

that the 3rd selection mechanism does not perform much worse than the

previous 2 mechanisms. Its benefit of being able to handle all requests as the

QoS requirements increases is a given. However while the QoS requirements

still remain low and the Web services are able them regardless of the price,

the fixed-price auction mechanism is still able to keep pace with the previous

2 selection mechanisms.
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5.4.2.4 QoS measurements

Although all the requests are handled in the 3rd selection mechanism, the

lower QoS provided by the SWSs lead to a lower client satisfaction. We ob-

serve this in Figure 5.2. Another important observation in the client satis-

faction is that in the initial period when the first 2 selection mechanisms are

able to handle the requests, there is not much difference between the client

satisfaction. This means that during the period which the first 2 mechanisms

can handle all requests, the 3rd selection mechanism can perform equally as

the first 2 selection mechanisms. Since client satisfaction for each request is 0

when the request is not handled, we observe that the client satisfaction for the

first 2 selection mechanisms drop to 0 when the number of handled requests

for both selection mechanisms drop to 0.

Fig. 5.2. Client Satisfaction for all 3 selection mechanisms

5.4.2.5 Number of Handled Requests With Substitution

For the substitution experiments to occur, we have to introduce the possibility

for SWSs to fail. This gives the MWS the possibility to substitute the failed

SWS with another functional SWS. For simulation purposes, we have set all

substitutions to successfully handle the request, this prevents the situation of
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the MWS searching for more than 1 substitute SWS to handle a request. i.e.

The handling of each request can fail at most once.

Similar to the first 2 selection mechanisms, for the first 2 substitution

mechanisms, individual SWSs do not bid if it cannot match the QoS require-

ments.

Fig. 5.3. Number of Handled Requests for all 3 substitution mechanisms

In Figure 5.3, we display the number of number of handled requests for

all 3 substitution mechanisms. We see that when the client increases the QoS

requirements to a certain point, the first two approaches fail to handle any

of the requests. This happens when the community does not receive a single

bid from the SWSs. In the third substitution mechanism, SWSs are allowed

to return a QoS bid which allows the SWS to handle the request at a lower

QoS. In the 3rd substitution mechanism, the limit of the number of requests

that are handled depends on the capacities of the SWSs in the community.

The important part that can be derived from this experiment is to note

that the 3rd selection mechanism does not perform much worse than the

previous 2 mechanisms. Its benefit of being able to handle all requests as the

QoS requirements increases is a given. However while the QoS requirements

still remain low and the Web services are able them regardless of the price,
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the fixed-price auction mechanism is still able to keep pace with the previous

2 selection mechanisms.

In addition to the number of handled request, another additional property

that is interesting is the number of substitutions that occured over time. In

Figure 5.4, we see the number of substitutions for all 3 substitution mecha-

nisms. We notice that the number of substitutions drop to 0 after a certain

point for the first 2 substitution mechanisms. This is because the SWSs can-

not bid to provide a lower QoS for a lower price. SWSs do not submit a bid

if it cannot meet the request QoS requirements.

Fig. 5.4. Number of Substitutions for all 3 substitution mechanisms

5.4.2.6 QoS measurements With Substitution

Although all the requests are handled in the 3rd substitution mechanism, the

lower QoS provided by the SWSs lead to a lower client satisfaction. We observe

this in Figure 5.5. Another important observation in the client satisfaction

is that in the initial period when the first 2 substitution mechanisms are

able to handle the requests, there is not much difference between the client

satisfaction. This means that during the period which the first 2 mechanisms

can handle all requests, the 3rd substitution mechanism can perform equally

as the first 2 substitution mechanisms. Since client satisfaction for each request
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is 0 when the request is not handled, we observe that the client satisfaction

for the first 2 substitution mechanisms drop to 0 when the number of handled

requests for both substitution mechanisms drop to 0.

Fig. 5.5. Client Satisfaction for all 3 substitution mechanisms

5.4.2.7 Auction Experiments - Conclusion

In our simulations we demonstrate the benefits of implementing an auction

system in a community. We showed that an auction mechanism that give com-

munities the flexibility to provide the same service to the client at a lower cost,

thus increasing the client’s price satisfaction. The fixed-price auction allows

the community to select the SWS which is able to provide the best service

based on the fixed price by client. In cases where the client underestimates

the price it is willing to pay with respect to the other QoS requirements, the

community is still able to find a SWS to handle the request, albeit at a lower

QoS than the original request.

We have also shown through the experiments that the fixed-price auction

selection mechanism does not provide a worse level of QoS to the clients

compared to the previous 2 mechanisms. This is applicable even at cases

where the level of QoS is able to be handled by the Web services. This is

important in order to sustain the level of QoS to Web services.
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This approach of selection may not be applicable to all cases. For example,

some clients may insist on having its request handled at that level of QoS, or

not handled at all. In such a scenario, the community can revert to either the

first or second selection mechanism.

The substitution mechanisms presented help to show how the same benefits

in the selection mechanism can be replicated when the community is searching

for a substitute SWS.

5.4.3 3-Way Satisfaction Approach

In this section we present the experiments conducted for the 3-way satisfaction

selection in our approach.

The objectives of the 3-way selection experiments is to illustrate the ben-

efits of using the 3-way satisfaction selection by comparing this with existing

approaches. One such approach is a selection process focused only on the QoS

provided to the client. This is commonly found within the domain of com-

position of Web services. We call this the client satisfaction only selection

approach. This approach is done by using only the QoS provided to the client

as a benchmark to determine which Web service handles the request. On the

other hand, in the 3-way satisfaction selection approach, the QoS provided to

the client (Client satisfaction), the workload of the Web services (SWS Satis-

faction) as well as the revenue generated (MWS Satisfaction) is considered in

the selection process. In both cases, the fixed-price auction system is used.

The SWS and MWS satisfaction is important in sustaining the satisfaction

of the client. This is because at the end of the day the MWS is responsible

for making the selection and the SWS is ultimately responsible for actually

handling the request. If the SWS satisfaction were to drop too low, the SWS

can always choose to leave the community based on the terms and conditions

agreed upon in the SLA.

In order to illustrate the benefits of the 3-way satisfaction selection ap-

proach, we observe the simulations where the client increases the number of
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requests over time if it is satisfied. The level of QoS required by the clients

does not change over time in our simulations.

The measurements that we measure to compare both selection mechanisms

is as follows:

• Client Satisfaction

• SWS Satisfaction

• MWS Satisfaction

• Total Satisfaction

• MWS Revenue

• Number of Handled Requests

These measurements are chosen in line with the goal to sustain the quality

of Web services.

In Section 5.4.3.1 we present the properties that we used in our experi-

ments. Next we present the experiments in the following sections:

• Selection Mechanism (Section 5.4.3.2)

• Substitution Mechanism (Section 5.4.3.3)

Finally we conclude the 3-way satisfaction experiments section in Sec-

tion 5.4.3.4.

5.4.3.1 3-way Satisfaction Experiment - Properties

In these experiments we simulate 10 SWSs over 20 time units. At the end

of each time unit, the number of requests sent by the client is increased or

decreased depending on the client’s satisfaction. In the experiment we set this

number to 60 requests per unit time.

In Table 5.3, we list other values of the properties that were used in the

experiment.

SWS Bid Price Difference refers to the difference in the bid price with

the requested price (See Section 4.4). These values determine the amount of
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Table 5.3. 3-Way Satisfaction Experiment Properties

Experiment Properties Min Max

SWS Price 12 35

SWS Bid Price Difference 1 5

SWS gWl 0.3 0.3

Requested Budget 10 40

Requested Availability 30 80

Requested Reliability 30 80

Requested Execution Duration 3500 5000

revenue that the MWS receives, and thus affects which SWS performs the

selection or substitution.

5.4.3.2 3-way Satisfaction Approach - Selection Mechanism

The experiments were conducted and the comparison between the 3-way se-

lection and a selection based on client satisfaction only were carried out. For

the selection mechanism experiments, we have modelled the SWSs to always

successfully handle the request, thus no substitution is necessary.

Client Satisfaction Comparison

We present the client satisfaction when selection is done via 3-way versus

client satisfaction only in Figure 5.6.
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Fig. 5.6. Client Satisfaction Comparison

We see in figure 5.6 that the client satisfaction for both selection mecha-

nisms remain fairly consistently the same. This is because both mechanisms

consider client satisfaction. In the case where client satisfaction is only con-

sidered, it is the main priority for the selection of Web services. Even though

client satisfaction only forms a part of the total satisfaction in the 3-way satis-

faction selection mechanism, the client satisfaction remains close to the client

satisfaction when the client satisfaction only selection mechanism is used.

SWS Satisfaction Comparison

We present the SWS satisfaction when selection is done via 3 way versus client

satisfaction only in Figure 5.7.
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Fig. 5.7. SWS Satisfaction Comparison

We see in figure 5.7.that the 3-way satisfaction selection can sustain the

SWS satisfaction better than the selection using client satisfaction only. This

is because in the 3-way satisfaction selection, the community takes into ac-

count the SWS satisfaction in the selection process. For the client satisfaction

selection only, SWS satisfaction is not taken into account when selecting a

Web service to handle the request.

MWS Satisfaction Comparison

We present the MWS satisfaction when selection is done via 3 way versus

client satisfaction only in Figure 5.8.



5.4 Experiments 111

Fig. 5.8. MWS Satisfaction Comparison

We see in figure 5.8.that the 3-way satisfaction selection can sustain the

MWS satisfaction better than the selection using client satisfaction only. This

is because in the 3-way satisfaction selection, the community takes into ac-

count the MWS satisfaction in the selection process. For the client satisfaction

selection only, MWS satisfaction is not taken into account when selecting a

Web service to handle the request.

Total Satisfaction Comparison

We sum up the client, SWS and MWS satisfaction to determine the total com-

parison over time. We present the total satisfaction when selection is done via

3 way versus client satisfaction only in Figure 5.9. We see here that the total

satisfaction is higher using the 3-way satisfaction selection mechanism. This

is expected from the previous results. Since the 3-way satisfaction selection

did not adversely affect the client satisfaction too badly, it is clear that when

the total satisfaction is considered, the 3-way satisfaction selection will give

a higher total satisfaction than the selection mechanism where only client

satisfaction is considered.
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Fig. 5.9. Total Satisfaction Comparison

MWS Revenue Comparison

Another property that we can measure is the MWS revenue. The MWS rev-

enue is affected by the number of requests that were handled as well as the

selection decision. We present the MWS revenue when selection is done via 3

way versus client satisfaction only in Figure 5.10. We see here that the MWS

revenue for the 3-way satisfaction selection mechanism is higher than if using

the client satisfaction only selection mechanism.

Fig. 5.10. MWS Revenue Comparison
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Number of Handled Requests Comparison

For completeness, we look at the number of handled requests comparing both

selection mechanisms. We present the number of handled requests when se-

lection is done via 3 way versus client satisfaction only in Figure 5.11. We see

here that the number of handled requests for the 3-way satisfaction selection

mechanism is similar to the number of handled requests if using the client

satisfaction only selection mechanism.

Fig. 5.11. Number of Handled Requests Comparison

5.4.3.3 3-way Satisfaction Approach - Substitution

We replicate the same selection experiment properties for the substitution

process. In this case we have to add an additional property which we consider

the probability that a SWS fails to handle the request. We have set this

value to be 20%. When a SWS fails to handle the request, the MWS finds a

substitution SWS to handle the request. In addition, the response time for the

originally failed SWS is added to the response time for handling the request.

For this simulation, we have set the maximum time a SWS can fail to be

once, a substitution SWS will always successfully handle the request. We feel
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that such an experiment is sufficient to illustrate the benefits of the 3-way

satisfaction approach.

The substitution experiments were conducted and the comparison between

the 3-way substitution and a substitution based on client satisfaction only were

carried out.

Client Satisfaction For Substitution

We present the client satisfaction when substitution is done via 3 way versus

client satisfaction only in Figure 5.12. We notice that the client satisfaction for

both substitution mechanisms remain consistently the same. Our focus here

again is on the impact of taking into account the SWS and MWS satisfac-

tions during the 3-way satisfaction substitution mechanism. Since the client

satisfaction is the only consideration during the client satisfaction only sub-

stitution mechanism, it can be considered the benchmark which the 3-way

satisfaction substitution mechanism would like to target. We see here that

since the client satisfaction for both substitution mechanisms are fairly simi-

lar, we can conclude that the inclusion of the SWS and MWS satisfaction in

the 3-way satisfaction substitution mechanism does not too adversely affect

the client satisfaction.

Fig. 5.12. Client Satisfaction For Substitution
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SWS Satisfaction For Substitution

We present the SWS satisfaction when substitution is done via 3 way versus

client satisfaction only in Figure 5.13. The SWS satisfaction remains con-

sistently higher for the 3-way satisfaction substitution mechanism than the

substitution based on client satisfaction only. This is due to the consideration

of the SWS satisfaction in the 3-way satisfaction substitution mechanism.

Since only the client satisfaction is considered during the client satisfaction

only substitution mechanism, SWS satisfaction is neglected during the sub-

stitution process.

Fig. 5.13. SWS Satisfaction For Substitution

MWS Satisfaction For Substitution

We present the MWS satisfaction when substitution is done via 3 way versus

client satisfaction only in Figure 5.14. The MWS satisfaction remains con-

sistently higher for the 3-way satisfaction substitution mechanism than the

substitution based on client satisfaction only. This is due to the consideration

of the MWS satisfaction in the 3-way satisfaction substitution mechanism.

Since only the client satisfaction is considered during the client satisfaction
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only substitution mechanism, MWS satisfaction is neglected during the sub-

stitution process.

Fig. 5.14. MWS Satisfaction For Substitution

Total Satisfaction For Substitution

We sum up the client, SWS and MWS satisfaction to determine the total

comparison over time. We present the total satisfaction when substitution is

done via 3 way versus client satisfaction only in Figure 5.15. This graph is

evident from the past few experiments, however we still made the graph for

clarity. Since the client satisfaction is fairly close between two substitution

mechanisms, however the SWS and MWS satisfaction is higher for the 3-way

satisfaction substitution mechanism compared to the client satisfaction only

substitution mechanism, the total satisfaction is thus higher for the 3-way

satisfaction substitution mechanism.
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Fig. 5.15. Total Satisfaction For Substitution

MWS Revenue For Substitution

A quantifiable property that can be measured is the MWS revenue. The MWS

revenue is affected by the number of requests that were handled as well as

the selection and substitution decision. We present the MWS revenue when

substitution is done via 3 way versus client satisfaction only in Figure 5.16.

Fig. 5.16. MWS Revenue For Substitution
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Number of Handled Requests For Substitution

For completeness, we look at the number of handled requests comparing both

substitution mechanisms. We present the number of handled requests when

substitution is done via 3 way versus client satisfaction only in Figure 5.17.

We see here that the number of handled requests for the 3-way satisfaction

substitution mechanism is similar to the number of handled requests if using

the client satisfaction only substitution mechanism.

Fig. 5.17. Number of Handled Requests For Substitution

5.4.3.4 3-way Satisfaction Approach - Conclusion

For the second series of experiments in the user request management chap-

ter, we presented experimental results using real-world properties to show the

benefits of using the 3-way selection and substitution mechanisms. In our ex-

periments we see that although the client satisfaction remain close regardless

of the selection mechanism used, we see the difference where it comes to the

SWS and MWS selection. The 3-way satisfaction selection mechanism was

able to provide a higher SWS and MWS satisfaction compared to the selec-

tion mechanism which only considered the client satisfaction. The advantage
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of the 3-way selection and substitution mechanisms are further emphasized in

the MWS revenue.





6

Member Management

In this chapter we address the member management of a community of Web

services. In this chapter we take a more macro-approach in order to sustain

the quality of Web services using the framework of a community of Web ser-

vices. Instead of looking at each individual request as we did in Chapter 5, in

this chapter we look at the requests sent by clients over time, and restructure

the community in order to better sustain the quality of Web services. This

restructuring of the community includes the invitation of additional Web ser-

vices and expulsion of SWSs in the community. The responsibility of deciding

which Web services to invite and which SWSs to expel lies with the MWS of

the community.

At the very basic level, expulsion of SWSs from the community may not

be needed since CNP is used. This is because if the MWS feels that a SWS

is unable to handle the requests at a certain level, subsequently less and less

requests are redirected to that particular SWS. This leads to the SWSs even-

tual departure from the community since it is not receiving any requests from

the community. However, we mentioned in Section 4.5 that there might be

certain terms and conditions defined in the supplier-side SLA that compli-

cate the situation. For example, in the event that a guaranteed workload was

stated in the SLA, then the MWS is required to direct a certain number of
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requests to the SWS. If the SWS consistently fails to handle the request at a

certain level, the MWS may thus require the SWS’s expulsion.

Before any restructuring of the community can take place, it is impor-

tant to know what requirements are needed in order for the restructuring to

be done. It is impossible to tell beforehand with 100 percent certainty what

exactly these requirements might be because the clients have not sent the

requirements yet. Nevertheless, we propose a mechanism (Section 6.1) in or-

der to predict the future requirements of clients, this includes the number of

requests and the type of requests (QoS properties) of each client.

Having predicted the requirements of future requests, the community

would then need to decide whether its current number and type of Web ser-

vices in the community is able to handle these future requirements. In order to

do so, a mechanism needs to be in place in order to measure what the values

of each QoS property of the community are. We call this the Quality of Com-

munity. The QoC of a community also allows the community to accurately

publish its QoC on service registries and allows the community to measure

and compare its QoS over time. Whether the QoC is published on service

registries or any kind of comparison over time depends on the choices of the

system administrator. This mechanism of calculating the QoC of a community

is presented in Section 6.2.

After knowing the requirements needed in order to handle future requests

and the QoS of a community, the community can decide whether more Web

services are needed or some Web services can be expelled from the community.

From the pool of potential Web services that might join the community, we

propose a mechanism in order to decide which Web service(s) need to be

invited to the community in Section 6.3.

We model the Web service’s decision making process when it receives an

invitation from the community. The Web service has to decide based on the

terms and conditions presented in the SLA whether or not it would join the

community. This is presented in Section 6.4.
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In Section 6.5, we introduce a mechanism which allows the community

to decide which SWSs it should expel from the community. This allows the

community to retain the SWSs which it considers will be most beneficial.

Finally, in order to illustrate the benefits of the proposed mechanisms, we

present some experiments in Section 6.6 and conclude the chapter.

6.1 Client Model

In this section, we propose a framework in order to model the client. The

model will use the QoS properties defined in Section 3.2. In addition, the

client model needs to also consider the number of requests the community

receives from the client. Following the notations defined in Section 3.2.3, we

define Rtc to be the set of requests that client c sends out at time t and the

number of requests that client c sends out at time t is therefore defined as

|Rtc|. Each request is defined by the tuple reqQoStc−r where r ∈ R.

In our thesis we present a prediction mechanism that could be used to

model the client. Other more elaborate prediction mechanisms exist and were

discussed earlier in Section 2.3.3. In this thesis, we assume that inviting and

expelling WSs in a community can be done within the same time unit.

In Section 6.1.1 we present the formula to determine a predicted number of

requests that are sent by clients. Next in Section 6.1.2 we present the formula

to determine the predicted availability for the requests sent by the clients. In

Section 6.1.3 we present the formula to determine the predicted reliability for

the requests sent by the clients. In Section 6.1.4 we present the formula to

determine the predicted execution duration for the requests sent by the clients.

In Section 6.1.5 we present the formula to determine the predicted price for

the requests sent by the clients. Finally in Section 6.1.6, we summarize the

prediction properties.
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6.1.1 Number of Requests

We first propose a mechanism in order to predict the number of requests

pRt1c at time t1 from client c in Equation 6.1. This mechanism takes into

account decay by placing a higher emphasis on recent values and placing a

lower emphasis on values that occurred further in the past.

pR[t1, ]
c =

∑t1
t=t0

(|Rtc| × e−λ(t1−t))∑t1
t=t0

e−λ(t1−t)
(6.1)

Where e is the euler’s number and λ is the decay rate.

This mechanism allows the community to identify the number of requests

that the community may receive in the future. However, one limitation is

that this mechanism is less accurate to sudden big changes in the number of

requests sent by the client.

The community can now consider all clients in the set of clients, Ct1 that

sent requests to the community at time t1. The predicted number of requests

is thus a summation across all clients, defined in Equation 6.2.

pCR
[t1, ]
C =

∑
c∈Ct1

pR[t1, ]
c (6.2)

6.1.2 Predicted Requested Availability

Since a client is allowed to send multiple requests of different QoS proper-

ties at once, it can be challenging to predict the requested availability of all

the requests. The mechanism proposed takes into account the mean of the

availability of all requests that have been received. The formula also takes

into consideration the concept of decay, whereby the availability of requests

that were received more recently have a higher weightage than the availability

of requests that were received further into the past. We define the predicted

requested availability, pReqAvt1c of client c at time t1 in Equation 6.3.
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pReqAv[t1, ]c =

∑t1
t=t0

(

∑
r∈Rt

c
reqAvtc−r

|Rt
c|

× e−λ(t1−t))∑t1
t=t0

e−λ(t1−t)
(6.3)

The community can now consider all clients in the set of clients, Ct1 that

sent requests to the community at time t1. The predicted requested availability

for the community is thus the mean across all clients, defined in Equation 6.4.

pCReqAv
[t1, ]
C =

∑
c∈Ct1 pReqAv

[t1, ]
c

|Ct1 |
(6.4)

6.1.3 Predicted Requested Reliability

Following the same reasoning presented for the predicted requested avail-

ability, we define the predicted requested reliability of client c at time t1 in

Equation 6.5.

pReqRel[t1, ]c =

∑t1
t=t0

(

∑
r∈Rt

c
reqReltc−r

|Rt
c|

× e−λ(t1−t))∑t1
t=t0

e−λ(t1−t)
(6.5)

The community can now consider all clients in the set of clients, Ct1 that

sent requests to the community at time t1. The predicted requested reliability

for the community is thus the mean across all clients, defined in Equation 6.6.

pCReqRel
[t1, ]
C =

∑
c∈Ct1 pReqRel

[t1, ]
c

|Ct1 |
(6.6)

6.1.4 Predicted Requested Execution Duration

Following the same reasoning presented for the predicted requested availabil-

ity, we define the predicted requested execution duration of client c at time

t1 in Equation 6.7.

pReqEx[t1, ]c =

∑t1
t=t0

(

∑
r∈Rt

c
reqExt

c−r

|Rt
c|

× e−λ(t1−t))∑t1
t=t0

e−λ(t1−t)
(6.7)

The community can now consider all clients in the set of clients, Ct1 that

sent requests to the community at time t1. The predicted requested execution
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duration for the community is thus the mean across all clients, defined in

Equation 6.8.

pCReqEx
[t1, ]
C =

∑
c∈Ct1 pReqEx

[t1, ]
c

|Ct1 |
(6.8)

6.1.5 Predicted Requested Price

Following the same reasoning presented for the predicted requested availabil-

ity, we define the predicted requested price of client c at time t1 in Equa-

tion 6.9.

pReqPr[t1, ]c =

∑t1
t=t0

(

∑
r∈Rt

c
reqPrtc−r

|Rt
c|

× e−λ(t1−t))∑t1
t=t0

e−λ(t1−t)
(6.9)

The community can now consider all clients in the set of clients, Ct1 that

sent requests to the community at time t1. The predicted requested price for

the community is thus the mean across all clients, defined in Equation 6.10.

pCReqPr
[t1, ]
C =

∑
c∈Ct1 pReqPr

[t1, ]
c

|Ct1 |
(6.10)

6.1.6 Summary of Predicted QoS Values

We present the summary of the predicted QoS values in Table 6.1.

Table 6.1. List of Predicted QoS Values for the Community

Property Notation

Predicted Number of Requests pCR
[t1, ]
C =

∑
c∈Ct1 pR

[t1, ]
c

Predicted Requested Availability pCReqAv
[t1, ]
C =

∑
c∈Ct1

pReqAv
[t1, ]
c

|Ct1 |

Predicted Requested Reliability pCReqRel
[t1, ]
C =

∑
c∈Ct1

pReqRel
[t1, ]
c

|Ct1 |

Predicted Requested Execution Duration pCReqEx
[t1, ]
C =

∑
c∈Ct1

pReqEx
[t1, ]
c

|Ct1 |

Predicted Requested Price pCReqPr
[t1, ]
C =

∑
c∈Ct1

pReqPr
[t1, ]
c

|Ct1 |
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6.2 QoS of the Community

In this section we define the Quality of Community(QoC) for the 5 QoS prop-

erties. The QoC represents a collective measurement of the QoS values of the

Web services within the community. In addition, we also define the variance

of the community. The variance of the community indicates the spread of

QoS among the SWSs in the community. A higher variance indicates that

the SWSs in the community provide a bigger difference in the level of QoS.

The variance can be a useful measurement for the community in order to

determine whether it would prefer SWSs providing various levels of QoS or a

homogeneous level of QoS among the SWSs in the community.

We present the formula for the availability of a community first in Sec-

tion 6.2.1. In Section 6.2.2, we present the formula for the reliability of a

community. In Section 6.2.3, we present the formula for the capacity of a

community. In Section 6.2.4, we present the formula for the execution dura-

tion of a community. In Section 6.2.5, we present the formula for the price of

a community. In Section 6.2.6, we present the formula for the variance of a

community.

6.2.1 QoC - Availability

We consider the availability of a community, U , as the mean of the availability

of all SWSs within the community. We define this in Equation 6.11.

cAvtU =

∑
j∈Jt swsAvtj

|J t|
(6.11)

6.2.2 QoC - Reliability

We consider the reliability of a community, U , as the mean of the reliability

of all SWSs within the community. We define this in Equation 6.12.

cRltU =

∑
j∈Jt swsRltj

|J t|
(6.12)
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6.2.3 QoC - Capacity

We consider the capacity of a community, U , as the sum of the capacity of all

SWSs within the community. We define this in Equation 6.13.

cCptU =
∑
j∈Jt

swsCptj (6.13)

6.2.4 QoC - Execution Duration

We consider the execution duration of a community, U , as the mean of the

execution duration of all SWSs within the community. We define this in Equa-

tion 6.14.

cExtU =

∑
j∈Jt swsExtj

|J t|
(6.14)

6.2.5 QoC - Price

We consider the price of a community, U , as the mean of the price of all SWSs

within the community. We define this in Equation 6.15.

cPrtU =

∑
j∈Jt swsPrtj

|J t|
(6.15)

6.2.6 QoC - Variance

The variance of the community, varCt, shows the spread in the QoS of the

SWSs within the community. We first define the variance for each individual

QoS property in Table 6.2, where J t refers to the set of SWSs in community

U at time t.

We define the variance for community, U , in Equation 6.16. A higher vari-

ance indicates that the difference between the QoS among the SWSs in the

community is higher, and conversely so.

varC
[t]
U = varCAvtU + varCRltU + varCCptU + varCExtU + varCPrtU (6.16)
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Table 6.2. List of 5 QoC Variance properties for the Community

Property Notation Formula

QoC Variance Availability varCAvtU

∑
j∈Jt (swsAvt

j)
2−

(
∑

j∈Jt (swsAvt
j)

2

n

n

QoC Variance Reliability varCRltU

∑
j∈Jt (swsRltj)

2−
(
∑

j∈Jt (swsRltj)
2

n

n

QoC Variance Capacity varCCptU

∑
j∈Jt (swsCptj)

2−
(
∑

j∈Jt (swsCptj)
2

n

n

QoC Variance Execution Duration varCExt
U

∑
j∈Jt (swsExt

j)
2−

(
∑

j∈Jt (swsExt
j)

2

n

n

QoC Variance Price varCPrtU

∑
j∈Jt (swsPrtj)

2−
(
∑

j∈Jt (swsPrtj)
2

n

n

6.2.7 QoC - Summary

We summarize the QoC for the 5 QoC properties (minus variance) in Table 6.3.

Table 6.3. List of 5 QoC properties for the Community

Property Formula

QoC Availability cAvtU =
∑

j∈Jt swsAvt
j

|Jt|

QoC Reliability cRltU =
∑

j∈Jt swsRltj
|Jt|

QoC Capacity cCptU =
∑

j∈Jt swsCptj

QoC Execution Duration cExt
U =

∑
j∈Jt swsExt

j

|Jt|

QoC Price cPrtU =
∑

j∈Jt swsPrtj
|Jt|

6.3 Admission

We have introduced a mechanism in order to predict the requirements of

clients and introduced a mechanism in order to evaluate the QoS of a com-

munity as a whole. In this section, we introduce a mechanism to decide which

Web service(s) to admit into the community. When the community decides

that additional Web services are needed to be admitted into the community,

the community selects from a set of potential Web services. This set of Web
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services include Web services which the community found from the service

registry as well as Web services that have independently applied to join the

community. We first present notations in Section 6.3.1. The admission mech-

anism is based on perspective of 3 parties:

• Client Satisfaction (Section 6.3.2) - We consider whether the admission

of Web services into the community can help satisfy the predicted future

requirements of the client. We compare the QoS offered by the current

SWSs in the community and propose a mechanism on how many and

which Web services should be admitted into the community.

• Web services Satisfaction (Section 6.3.3) - We look at what effects the

admission of additional Web services can have on the SWSs already in the

community as well as to the potential Web services joining the community.

A mechanism is proposed on how best to admit Web services based on the

perspective of the Web services.

• Community Satisfaction (Section 6.3.4) - We look at the admission of Web

services from the community’s perspective.

The mechanism for each perspective gives a score which allows the com-

munity to deterministically decide which Web service(s) to admit into the

community. We combine the 3 scores in Section 6.3.5.

6.3.1 Projected Satisfaction - Preliminary

In this section we define some of the notations used in the mechanism on

admitting Web services into the community. We start with defining the set

of potential Web services at time t as W t, where each individual such Web

services is denoted as w, where w ∈ W t. Each potential Web service has the

QoS properties defined in Table 6.4.

In order to systematically consider all potential Web services, we define

P (W t) as the set of all subsets of W t. We note Binomial coefficients state that

|P (W t)| = 2W
t

. We also define an element in P (W t) to be S (S ∈ P (W t))
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Table 6.4. List of QoS properties for potential Web services

Property Notation

Web service Capacity wsCptw

Web service Availability wsAvtw

Web service Reliability wsRltw

Web service Execution Duration wsExt
w

Web service Price wsPrtw

and |S| to be k. S therefore refers to a set of Web services. Each set of Web

services, S is considered to have the QoS values defined in Table 6.5

Table 6.5. List of QoS properties for a set of Web services

Property Notation Formula

Set Capacity setCptS
∑

w∈S wsCptw

Set Availability setAvtS

∑
w∈S wsAvt

w

k

Set Reliability setRltS

∑
w∈S wsRltw

k

Set Execution Duration setExt
S

∑
w∈S wsExt

w

k

Set Price setPrtS

∑
w∈S wsPrtw

k

6.3.2 Projected Client Satisfaction

In this section we look at the projected client satisfaction if a set is accepted

into the community. This is the satisfaction of the client based on current

community QoC properties and predicted future client requirements. There

are 5 components that make the projected client satisfaction, and we base it

on the QoS properties - Capacity, Availability, Reliability, Execution Duration

and Price.
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6.3.2.1 Projected Client Satisfaction - Capacity

Although there is no way for the community to be completely sure of the

number of requests that it might receive in the future, we assume that the

community admits Web services according to the predicted value. We take

into account communities which prefer to over and under compensate for the

difference in predicted capacity requirements and the current capacity. We call

this value the community capacity target modifier, cCpTargetModtU , and this

is a value starting from 0. Note that this value can exceed 1.0 if the community

feels that additional capacity is required in order for the community to feel

comfortable. The value is ultimately decided by the system administrator

designing the community. For community, U , and set of clients, C, the target

capacity, tCptC−U , at time t is defined in Equation 6.17.

tCptC−U = cCpTargetModtU · pCRtC (6.17)

We now define the projected client capacity satisfaction based on the num-

ber of requests by admitting a set of Web services S into the community,

projClientSatisCptC−S−U , in Equation 6.18.

projClientSatisCptC−S−U =


setCptS+cCptU

tCptC−U
if (setCptS + cCptU ) ≤ tCptC−U

1 if (setCptS + cCptU ) > tCptC−U
(6.18)

6.3.2.2 Projected Client Satisfaction - Availability

The community may want to admit Web services in order to handle a different

availability than the predicted availability. One reason might be in order for

the community to have a buffer in case the client eventually submits a higher

requested availability than what is predicted. Another reason might also be

that the community would want to take a risk and require a lower availability

than what was predicted. We introduce the community availability target
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modifier, cAvTargetModtU for community U at time t. This value starts from

0 and can exceed 1.0 if the community feels that additional availability is

required in order for the community to feel comfortable. The eventual target

availability, however, cannot exceed 1.0. The target availability, tAvtC−U , at

time t is defined in Equation 6.19.

tAvtC−U = cAvTargetModtU · pAvtC (6.19)

Where tAvtC−U has a maximum value of 1.0.

We define the projected client availability satisfaction based on the avail-

ability by admitting set of Web services S into the community, projClientSatisAvtC−S−U ,

in Equation 6.20.

projClientSatisAvtC−S−U =


projAvtS−U

tAvtC−U
if (projAvtS−U ) ≤ tAvtC−U

1 if (projAvtS−U ) > tAvtC−U
(6.20)

Where the projected availability, projAvtS−U =
setAvtS ·|S|+cAv

t
U ·|J

t|
|S|+|Jt| .

6.3.2.3 Projected Client Satisfaction - Reliability

The community may want to admit Web services in order to handle a different

reliability than the predicted reliability. One reason might be in order for the

community to have a buffer in case the client eventually submits a higher

requested reliability than what is predicted. Another reason might also be that

the community would want to take a risk and require a lower reliability than

what was predicted. We introduce the community reliability target modifier,

cRlTargetModtU for community U at time t. This value starts from 0 and

can exceed 1.0 if the community feels that additional reliability is required in

order for the community to feel comfortable. The eventual target reliability,

however, cannot exceed 1.0. The target reliability, tRltC−U , at time t is defined

in Equation 6.21.
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tRltC−U = cRlTargetModtU · pRltC (6.21)

Where tRltC−U has a maximum value of 1.0.

We now define the projected client reliability satisfaction based on the reli-

ability by admitting set of Web services S into the community, projClientSatisRltC−S−U ,

in Equation 6.22.

projClientSatisRltC−S−U =


projRltS−U

tRltC−U
if (projRltS−U ) ≤ tRltC−U

1 if (projRltS−U ) > tRltC−U
(6.22)

Where the projected reliability, projRltS−U =
setRltS ·|S|+cRl

t
U ·|J

t|
|S|+|Jt| .

6.3.2.4 Projected Client Satisfaction - Execution Duration

The community may want to admit Web services in order to handle a different

execution duration than the predicted execution duration. One reason might

be in order for the community to have a buffer in case the client eventually

submits a lower requested execution duration than what is predicted. Another

reason might also be that the community would want to take a risk and re-

quire a higher execution duration than what was predicted. We introduce the

community execution duration target modifier, cExTargetModtU for commu-

nity U at time t. This value starts from 0 and can exceed 1.0 if the community

feels that it wants a higher execution duration. The target execution duration,

tExtC−U , at time t is defined in Equation 6.23.

tExtC−U = cExTargetModtU · pExtC (6.23)

We now define the projected client execution duration satisfaction based on

the execution duration by admitting set of Web services S into the community,

projClientSatisExtC−S−U , in Equation 6.24.
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projClientSatisExtC−S−U =


projExt

S−U

tExt
C−U

if (projExtS−U ) ≤ tExtC−U
1 if (projExtS−U ) > tExtC−U

(6.24)

Where the projected execution duration, projExtS−U =
setExt

S ·|S|+cEx
t
U ·|J

t|
|S|+|Jt| .

6.3.2.5 Projected Client Satisfaction - Price

The community may want to admit Web services in order to handle a different

price than the predicted price. One reason might be in order for the community

to have a buffer in case the client eventually submits a lower requested price

than what is predicted. Another reason might also be that the community

would want to take a risk and require a higher price than what was pre-

dicted. We introduce the community price target modifier, cPrTargetModtU

for community U at time t. This value starts from 0 and can exceed 1.0 if the

community feels that it wants a higher price. The target price, tPrtC−U , at

time t is defined in Equation 6.25.

tPrtC−U = cPrTargetModtU · pPrtC (6.25)

We now define the projected client price satisfaction based on the price by

admitting set of Web services S into the community, projClientSatisPrtC−S−U ,

in Equation 6.26.

projClientSatisPrtC−S−U =


projPrtS−U

tPrtC−U
if (projPrtS−U ) ≤ tPrtC−U

1 if (projPrtS−U ) > tPrtC−U
(6.26)

Where the projected price, projPrtS−U =
setPrtS ·|S|+cPr

t
U ·|J

t|
|S|+|Jt| .

6.3.2.6 Projected Client Satisfaction - Summary and Total Score

We summarize the projected client satisfaction components in Table 6.6. The

total projected client satisfaction score is dependent on the values of these

properties.
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Table 6.6. Projected Admission Client Satisfaction Properties

Property Formula

Availability projClientSatisAvtC−S−U =


projAvt

S−U

tAvt
C−U

if (projAvtS−U ) ≤ tAvtC−U

1 if (projAvtS−U ) > tAvtC−U

Reliability projClientSatisRltC−S−U =


projRltS−U

tRlt
C−U

if (projRltS−U ) ≤ tRltC−U

1 if (projRltS−U ) > tRltC−U

Capacity projClientSatisCptC−S−U =


setCptS+cCptU

tCpt
C−U

if (setCptS + cCptU ) ≤ tCptC−U

1 if (setCptS + cCptU ) > tCptC−U

Execution Duration projClientSatisExt
C−S−U =


projExt

S−U

tExt
C−U

if (projExt
S−U ) ≤ tExt

C−U

1 if (projExt
S−U ) > tExt

C−U

Price projClientSatisPrtC−S−U =


projPrtS−U

tPrt
C−U

if (projPrtS−U ) ≤ tPrtC−U

1 if (projPrtS−U ) > tPrtC−U

By giving each projected client satisfaction component a weight, we can

now define the total projected client satisfaction score. We define the projected

client satisfaction score in Equation 6.27.

projClientSatistC−S−U = wprojCp · projClientSatisCptC−S−U

+ wprojAv · projClientSatisAvtC−S−U

+ wprojRl · projClientSatisRltC−S−U

+ wprojEx · projClientSatisExtC−S−U

+ wprojPr · projClientSatisPrtC−S−U

(6.27)

Where wprojCp, wprojAv, wprojRl, wprojEx, and wprojPr are the weights

of the projected client capacity satisfaction, projected client availability sat-

isfaction, projected client reliability satisfaction, projected client execution

duration satisfaction, and projected client price satisfaction respectively. The

exact values of these weights are determined by the system administrator of

the community. This is intended in order to give the system administrator the

flexibility to choose which properties are more important.
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6.3.3 Projected Web Services Satisfaction

In this section, we define the projected satisfaction of SWSs for each potential

set of Web services, S, that is admitted into the community. Since each Web

service joins a community expecting a certain level of work, the satisfaction

of SWSs in a community is based on its workload. We define the workload as

the proportion of requests that the SWS is asked to handle and the capacity

of the SWS. Before presenting the projected SWS Satisfaction, we define the

target workload, tWltU . The target workload is defined as the proportion of

predicted number of requests against the potential total capacity of admitted

Web services and the current capacity of the community. The target workload

is defined by the system administrator of each community, and carries a value

of between 0 and 1. The target workload has a maximum value of 1 because

it makes no sense for the community to target the situation where there are

more requests than the community can handle, the community would have to

turn requests away.

The projected satisfaction can be calculated by comparing the predicted

number of requests with the total capacities of the community and set of Web

services, S. We define the projected Web service satisfaction of community,

U , with set S at time t in Equation 6.28.

projSWSSatistC−S−U =


pCRt

C

setCptS+cCptU
if

pCRt
C

setCptS+cCptU
≤ tWltU

1 if
pCRt

C

setCptS+cCptU
> tWltU

(6.28)

6.3.4 Projected Community Satisfaction

In this section, we define the projected satisfaction of the community for each

potential set of Web services, S, that is admitted into the community. We

consider the community satisfaction to be based on the income of the overall

community. This is based on the predicted number of requests, the QoC-price,

as well as the price and capacities of all possible SWSs.
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There are two main parts to calculate the projected satisfaction of the

community. The first part consists of the minimum possible average price of

all SWSs in the community. We define the minimum possible average price,

minPrtJ as the lowest pCRtC for all SWSs. The minimal possible average price

is calculated by executing algorithm 1.

In this algorithm, we assume that the predicted number of requests is

always lower than the total capacities of all possible SWSs.

Algorithm 1 Minimum Possible Price

minPrtJ ← 0

i← 0

for all SWS j ∈ J sorted by increasing price do

capacitySWS ← 0

while capacitySWS ≤ swsCptj AND (i < pCRt
C) do

minPrtJ ← minPrtJ + swsPrtj

i← i + 1

if i = pCRt
C then Exit Forloop

end if

capacitySWS ← capacitySWS + 1

end while

end for

minPrtJ ← minPrtJ/i

The second part consists of the projected community price, projCommPrtS−U

defined in Equation 6.29.

projCommPrtS−U =
setPrtS · setCptS + cPrtU · cCptU

setCptS + cCptU
(6.29)

We can now define the projected community satisfaction of community,

U , with set, S, at time ,t, in Equation 6.30.

projCommSatistC−S−U =
minPrtJ

projCommPrtS−U
(6.30)
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The community would always want to maximize the projected community

satisfaction since it represents the highest amount of revenue for the commu-

nity. The community satisfaction has a maximum value of 1.0.

6.3.5 WS Admission - Total Score

We can now define the projected satisfaction for set S by combining the

projected client satisfaction, the projected Web services satisfaction and the

projected community satisfaction. We define the total projected satisfaction

for set S in Equation 6.31.

totalProjSatisC − S − U t = wprojClient · projClientSatistC−S−U

+ wprojSWS · projSWSSatistC−S−U

+ wprojComm · projCommSatistC−S−U

(6.31)

Where wprojClient, wprojSWS and wprojComm are the weights for the pro-

jected client satisfaction, the projected SWS satisfaction and the projected

community satisfaction respectively. The exact values of these weights are de-

termined by the system administrator of the community. This is intended in

order to give the system administrator the flexibility to choose which proper-

ties are more important. For example, if the system administrator would like

to give more emphasis to the projected client satisfaction, it can give a higher

value to wprojClient relative to wprojSWS and wprojComm.

6.4 Web service perspective

The goal of a Web service is to handle as many requests as it can handle

(limited by its capacity), this maximizes the amount of revenue that the Web

services receives since it receives an amount of currency for each request that

it handles. It has the option of providing the service on its own, or joining

a community in the hopes that the community will provide more requests
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to it. We assume that when the Web service receives an invitation from the

community, it is guaranteed a spot in the community if the Web service decides

to join the community. It is thus up to the Web service to evaluate whether it

is better off being alone, or to join the community. We explained the supplier-

side SLA and the model of a community earlier in Section 4.5.

In order to make this decision, the Web service has to estimate its workload

if it were on its own, we notate this as esWltw for Web service, w, at time t.

Therefore, for Web service w, it will join the community if gWltj >esWltw.

Otherwise it will prefer to be alone.

In the event that the guaranteed workload is not provided by the commu-

nity in the SLA, the Web service has to make an estimate on whether it is

better off being alone or to join the community. This decision could also be

based on the community’s reputation.

A community’s reputation can be retrieved through a central repository,

this could an additional service which the service registry has. How a com-

munity’s reputation is calculated by the service registry is beyond the scope

of the paper, but it can be assumed that the reputation of a community is

proportional to the satisfaction of the clients and Web services. The Web

services that are evaluating the reputation of the community will have to be

already existing in the community or former SWSs of the community. Web

services that are considering whether or not to join the community can use

this reputation to decide whether or not to join the community.

6.5 Expulsion of SWSs

One reason why a SWS might be expelled from a community might be its in-

ability to sustain its QoS at its promised levels. Such an expulsion is straight-

forward in the sense that the community does not need to choose which SWS

to expel from the community. The community is able to expel the SWS in

accordance with the terms and conditions set in the SLA.
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Another reason for the expulsion of SWSs from the community is in order

for the community to reach the targeted QoS values. Any expulsion of SWSs

from the community has to be compliant with the SLA (See Section 4.5)which

the community and SWS agreed to. We use the set notation that was described

earlier in Table 6.5. However, in the case of expulsion, the set of Web services

refers to a set of SWSs that already exist in the community. If we denote

P (J t) as the set of all subsets of J t, the set S refers to an element of P (J t).

We can now define the projected client satisfaction, the projected SWS

satisfaction and the projected community satisfaction for each set of SWSs.

In Section 6.5.1 we present our proposed formulas for the projected client

satisfaction. Next in Section 6.5.2 we present our proposed formulas for the

projected SWS satisfaction. In Section 6.5.3 we present our proposed formulas

for the projected MWS satisfaction. Finally we present the projected expulsion

satisfaction score in Section 6.5.4.

6.5.1 Projected Client Satisfaction - Expulsion

We follow the same reasoning when calculating the projected expulsion client

satisfaction for the set of potential web services when calculating the projected

client satisfaction for a set of existing SWSs. We first present the projected ex-

pulsion client satisfaction based on the number of requests in Section 6.5.1.1.

Next in Section 6.5.1.2, we present the projected expulsion client satisfac-

tion based on availability. In Section 6.5.1.3, we present the projected ex-

pulsion client satisfaction based on reliability. In Section 6.5.1.4, we present

the projected expulsion client satisfaction based on execution duration. In

Section 6.5.1.5, we present the projected expulsion client satisfaction based

on price. Finally in Section 6.5.1.6, we summarize the projected expulsion

client satisfaction properties and present the total projected expulsion client

satisfaction score.
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6.5.1.1 Projected Client Capacity Satisfaction - Expulsion

We define the projected expulsion client satisfaction based on the number of

requests by considering the set of SWSs S for a community U at time t in

Equation 6.32

projExClientSatisCptC−S−U =


setCptS
tCptC−U

if setCptS ≤ tCptC−U
1 if setCptS > tCptC−U

(6.32)

6.5.1.2 Projected Client Availability Satisfaction - Expulsion

We define the projected expulsion client satisfaction based on the availability

by considering the set of SWSs S for a community U at time t in Equation 6.33

projExClientSatisAvtC−S−U =


setAvtS
tAvtC−U

if (setAvtS) ≤ tAvtC−U
1 if (setAvtS) > tAvtC−U

(6.33)

6.5.1.3 Projected Client Reliability Satisfaction - Expulsion

We define the projected expulsion client satisfaction based on the reliability by

considering the set of SWSs S for a community U at time t in Equation 6.34

projExClientSatisRltC−S−U =


setRltS
tRltC−U

if (setRltS) ≤ tRltC−U
1 if (setRltS) > tRltC−U

(6.34)

6.5.1.4 Projected Client Execution Duration Satisfaction -

Expulsion

We define the projected expulsion client satisfaction based on the execution

duration by considering the set of SWSs S for a community U at time t in

Equation 6.35
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projExClientSatisExtC−S−U =


setExt

S

tExt
C−U

if (setExtS) ≤ tExtC−U
1 if (setExtS) > tExtC−U

(6.35)

6.5.1.5 Projected Client Price Satisfaction - Expulsion

We define the projected expulsion client satisfaction based on the price by

considering the set of SWSs S for a community U at time t in Equation 6.36

projExClientSatisPrtC−S−U =


setPrtS
tPrtC−U

if (setPrtS) ≤ tPrtC−U
1 if (setPrtS) > tPrtC−U

(6.36)

6.5.1.6 Projected Client Satisfaction - Summary and Total Score

We summarize the projected client satisfaction components in Table 6.7. The

total score of the projected expulsion client satisfaction is dependent on the

values of these properties.

Table 6.7. Projected Expulsion Client Satisfaction Properties

Property Notation

Availability projExClientSatisAvtC−S−U =


setAvt

S

tAvt
C−U

if (setAvtS) ≤ tAvtC−U

1 if (setAvtS) > tAvtC−U

Reliability projExClientSatisRltC−S−U =


setRltS
tRlt

C−U
if (setRltS) ≤ tRltC−U

1 if (setRltS) > tRltC−U

Capacity projExClientSatisCptC−S−U =


setCptS
tCpt

C−U
if setCptS ≤ tCptC−U

1 if setCptS > tCptC−U

Execution Duration projExClientSatisExt
C−S−U =


setExt

S

tExt
C−U

if (setExt
S) ≤ tExt

C−U

1 if (setExt
S) > tExt

C−U

Price projExClientSatisPrtC−S−U =


setPrtS
tPrt

C−U
if (setPrtS) ≤ tPrtC−U

1 if (setPrtS) > tPrtC−U
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By giving each projected expulsion client satisfaction component a weight,

we can now define the total projected expulsion client satisfaction score. We

define the projected client satisfaction score in Equation 6.37.

projExClientSatistC−S−U = wprojExCp · projExClientSatisCptC−S−U

+ wprojExAv · projExClientSatisAvtC−S−U

+ wprojExRl · projExClientSatisRltC−S−U

+ wprojExEx · projExClientSatisExtC−S−U

+ wprojExPr · projExClientSatisPrtC−S−U
(6.37)

Where wprojExCp, wprojExAv, wprojExRl, wprojExEx, and wprojExPr are

the weights of the projected client capacity satisfaction, projected client avail-

ability satisfaction, projected client reliability satisfaction, projected client

execution duration satisfaction, and projected client price satisfaction for ex-

pulsion respectively. The exact values of these weights are determined by the

system administrator of the community. This is intended in order to give

the system administrator the flexibility to choose which properties are more

important. For example, if the system administrator would like to give more

emphasis to the projected expulsion client satisfaction for Availability, it could

give a higher weight value towards wprojExAv relative to the other 4 weights.

6.5.2 Projected SWS Satisfaction - Expulsion

The projected expulsion satisfaction can be calculated by comparing the pre-

dicted number of requests with the capacities of the set of SWSs, S. We define

the projected Web service satisfaction of community, U , with set S at time t

in Equation 6.38.

projExSWSSatistC−S−U =


pCRt

C

setCptS
if

pCRt
C

setCptS
≤ tWltU

1 if
pCRt

C

setCptS
> tWltU

(6.38)
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6.5.3 Projected Community Satisfaction - Expulsion

We define the projected community satisfaction due to expulsion similar to

the projected community satisfaction in admission defined in Section 6.3.4.

We can now define the projected community satisfaction of community, U ,

with set, S, at time, t, in Equation 6.39.

projExCommSatistC−S−U =
minPrtJ

projExCommPrtS−U
(6.39)

Where the projected Community price due to expulsion, projExCommPrtS−U

is defined in Equation 6.40.

projExCommPrtS−U =
setPrtS · setCptS + cPrtU · cCptU

setCptS + cCptU
(6.40)

The community would always want to maximize the projected community

satisfaction since it represents the highest amount of revenue for the commu-

nity. The community satisfaction due to expulstion has a maximum value of

1.0.

6.5.4 WS Expulsion - Total Score

We can now define the projected expulsion satisfaction score for set S by

combining the projected expulsion client satisfaction, the projected expulsion

Web services satisfaction and the projected expulsion community satisfaction.

We define the total projected expulsion satisfaction score for set S in Equa-

tion 6.41.

totalProjExSatistC−S−U = wprojExClient · projExClientSatistC−S−U

+ wprojExSWS · projExSWSSatistC−S−U

+ wprojExComm · projExCommSatistC−S−U
(6.41)
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Where wprojExClient, wprojExSWS and wprojExComm are the weights for

the projected client satisfaction, the projected SWS satisfaction and the pro-

jected community satisfaction for expulsion respectively. The exact values of

these weights are determined by the system administrator of the community.

This is intended in order to give the system administrator the flexibility to

choose which properties are more important.

Using the total projected expulsion satisfaction for each set, the commu-

nity can decide which SWSs to keep in the community and expel the rest. The

set of SWSs that returns the highest score should remain in the community

while the MWS expels the rest. The community has to keep in mind that it

has to fulfil the terms and conditions stated in the SLA when expelling SWSs

from the community.

6.6 Experiments

In this section we demonstrate the mechanisms presented in this chapter by

conducting experiments. The goal of the experiments twofold:

• To illustrate the different approaches a community may undertake in its

admission and expulsion in order to better sustain the quality of Web

services

• Compare these approaches with the situation where a community does not

admit or expel Web services

Our measurable properties include the number of handled requests as well

as the satisfaction of the client, SWSs and MWS. We assume that the sustain-

ability of these values is a measurement on the community’s ability to sustain

the quality of Web services.

To be thorough for these experiments, we consider different types of clients.

We consider a normal client to behave normally if it there is a minimal pre-

dictable change in the number of requests and the QoS requirements of each
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request that is sent to the community. The amount of change is minimal and

is assumed to be small enough such that a normal community is given enough

time to make the changes in order to handle the requests at a similar level

from earlier. The exact amount of change of what defines normal is subjective,

relative, and out of the scope of this paper.

Other than this normal client, in our experiments, we consider 4 other

types.

• Request count sudden decrease - this type of client behaves normally for a

period of time before suddenly decreasing the number of requests it sends

to the community The sudden decrease only occurs for one time unit.

• Request count sudden increase - this type of client behaves normally for a

period of time before suddenly increasing the number of requests it sends

to the community. The sudden increase only occurs for one time unit.

• Request QoS sudden decrease - this type of client behaves normally for

a period of time before suddenly decreasing the Qos requirements of the

requests it sends to the community. The sudden decrease only occurs for

one time unit.

• Request QoS sudden increase - this type of client behaves normally for

a period of time before suddenly increasing the Qos requirements of the

requests it sends to the community. The sudden increase only occurs for

one time unit.

From the community’s perspective, we consider 3 types of communities:

• Conservative - this community sets the QoS target modifiers in order to

be able handle a big change in the projected QoS requirements. In our

experiments, we set this to a 20% change depending on which property it

is. This affects the target capacity of the community as well.

• Normal - this community sets the QoS target modifiers in order to be

able handle a normal change in the projected QoS requirements. In our
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experiments, we set this to a 10% change depending on which property it

is. This affects the target capacity of the community as well.

• Risky - this community sets the QoS target modifiers in order to be able

handle a small change in the projected QoS requirements. In our experi-

ments, we set this to a 0% change depending on which property it is. This

affects the target capacity of the community as well.

It is assumed that in general, a service provider that is able to handle a

higher QoS is going to charge more. Thus a risky community takes the gamble

that there is little change in the QoS requirements of future requirements and

in return can potentially get more profit.

Our experiments involve 15 different simulations by comparing each dif-

ferent client type (5 types) to each different community type (3 types). We

do these experiments for both the admission and expulsion approaches. The

proposed admissions and expulsion approaches are compared to the approach

where nothing is done (no admission nor expulsion).

The increase in QoS requirements from the clients demonstrates a com-

munity’s ability to admit service providers, while the decrease in QoS require-

ments from the clients demonstrates a community’s ability to expel service

providers.

In Section 6.6.1 we first look at these measurable properties for the normal

client and normal community and observe what is happening. Next in Sec-

tion 6.6.2, we demonstrate the benefits of our approach by including a sudden

change in QoS requirements after a period of time. In Section 6.6.3, we demon-

strate the benefits of our approach by including a sudden change in number

of requests from the client after a period of time. Finally in Section 6.6.4 we

conclude the member management experiment section.

6.6.1 Normal Client - Normal Community

In these experiments we simulate 50 SWSs over 10 time units. At the end of

each time unit, if the client satisfaction was sufficient (80%) the number of
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Table 6.8. Member Management Experiment Properties

Member Management Experiment Properties Mean Min Max

SWS Price 12 10 14

SWS Failure Probability 10 0 20

Requested Budget 15 10 20

Requested Availability 57.5 30 85

Requested Reliability 52.5 20 85

Requested Execution Duration 4250 3500 5000

requests per unit time was increased by 10% while if the client satisfaction was

low enough (20%), then the number of requests per time unit was decreased

by 10%.

In Table 6.8, we list other values of the properties that were used in the

experiment.

SWS Failure Probability refers to the probability (in percentage) of how

likely it is for the SWS to fail. For the member management experiments, the

fixed price auction was used in the community for the selection and substitu-

tion processes.

Our first experiment demonstrates the normal situation comparing the

situation where there was no admission with the WS admission mechanisms

that is proposed in Section 6.3. In our experiments we consider this admission

mechanism in 3 forms - a risky, normal and conservative approach. These

3 forms differ in the value of the target modifier, we list the values of the

target modifiers for all 3 approaches in Table 6.9. In a risky approach, the

community prepares the least for potential changes from the client in both

QoS and the number of requests, whereas in the conservative approach, the

community prepares the most for potential such changes.

We look at the number of handled requests in Figure 6.1. We notice here

that when the community is not allowed to admit any WSs into the com-

munity, the number of requests stays static. Whereas if the WS admission
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Table 6.9. Target Modifier for the different admission types

Target Modifier Risky Normal Conservative

cCpTargetModtU 1.0 1.1 1.2

cAvTargetModtU 1.0 1.1 1.2

cRlTargetModtU 1.0 1.1 1.2

cExTargetModtU 1.0 0.9 0.8

cPrTargetModtU 1.0 0.9 0.8

mechanism was used, the community admits WSs into the community and is

thus able to increase the number of requests that are handled. Furthermore, a

conservative approach implies that the community prepares more for changes,

and is thus able to handle more requests.

Fig. 6.1. Number of Handled Requests for WS Admission and No WS Admission

We now look at how the client satisfaction comparing the WS admission

mechanism with a non-admission approach. Similarly, we see the 3 different

WS admission mechanism types. We see this in Figure 6.2-(a). We notice

that the client satisfaction is higher for a conservative approach, then the

normal approach, then the risky approach. Finally, when the community does
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(a) Client Satisfaction for WS Admission and No WS Admission

(b) SWS Satisfaction for WS Admission and No WS Admission

(c) MWS Satisfaction for WS Admission and No WS Admission

Fig. 6.2. Satisfactions for Normal Requests from the Client
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not accept any new WSs into the community, the client satisfaction is at its

lowest.

The SWS satisfaction is shown in Figure 6.2-(b), however we see here that

because the number of requests outweigh the total capacities of SWSs in the

community, the SWS satisfaction for all admission types approach and remain

1.0 after a period of time.

The MWS satisfaction depends on the price difference between the re-

quested price and the price that is offered by the SWSs in the community.

The bigger this disparity, the higher the MWS satisfaction. We observe the

MWS in Figure 6.2-(c). We observe here that the MWS satisfaction increases

from the non-admission approach, to the risky admission, to the normal ad-

mission, to the highest MWS using the conservative admission approach.

6.6.2 Sudden Change in Client QoS

If an unpredictable client changes the QoS requirements of its requests, the

community may not be ready for the changes. In this section we observe the

results of both changes where the QoS requirements are suddenly increased

as well as where the QoS requirements are suddenly decreased. We first look

at the number of handled request when there is a sudden increase in the QoS

requirements in Figure 6.3. We notice that the conservative approach under-

taken by the community allows the most number of requests to be handled by

the community. When there are no admissions allowed, the number of handled

requests is the least.
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Fig. 6.3. Number of Handled Request for sudden increase in QoS requirements

Next we look at the satisfactions for a sudden increase in QoS require-

ments in Figure 6.4. We immediately notice the advantage of the conservative

approach in Figure 6.4-(a). The drop in client satisfaction is the least if the

community undertakes the conservative approach. When the QoS require-

ments increase suddenly, we notice that the client satisfaction for the normal

and risky approaches yield the same amount of client satisfaction as the no

admission approach when the sudden increase occurs. There is no significant

change in the SWS and MWS satisfactions depicted in Figure 6.4-(b) and

Figure 6.4-(c) respectively.

We now look at the number of handled request when there is a sudden

decrease in the QoS requirements in Figure 6.5. We notice here that the sudden

decrease in QoS requirements does not have much effect on the number of

handled requests. The conservative approach still yields more requests being

handled compared to the other admission approaches.
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(a) Client Satisfaction for Sudden Increase in QoS Requirements

(b) SWS Satisfaction for Sudden Increase in QoS Requirements

(c) MWS Satisfaction for Sudden Increase in QoS Requirements

Fig. 6.4. Satisfactions for Sudden Increase in QoS Requirements
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Fig. 6.5. Number of Handled Request for sudden decrease in QoS requirements

Next we look at the satisfactions for a sudden decrease in QoS requirements

in figure 6.6. When there is a sudden decrease in the QoS requirements, the

client satisfaction stays consistently high as seen in figure 6.6-(a). The SWS

and MWS satisfactions in figure 6.6-(b) and figure 6.6-(c) respectively remain

consistent with previous experiments.

6.6.3 Sudden Change in Number of Requests

In this section we observe the effects of the client suddenly changing the

number of requests to the community. We first observe the effects of having

a sudden increase in the number of requests and then observe the effects of

having a sudden decrease in the number of requests. The average QoS for the

requests do not change. In the experiments we observe the number of handled

requests for the different admission types as well as the levels of satisfaction

of all 3 parties for the different admission types.

A sudden increase in the number of requests to the community can catch

the community offguard. It may not be ready to handle the sudden increase

of requests. In figure 6.7 we observe the number of handled requests for the 3

admission types as well as the situation where the community does not admit
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(a) Client Satisfaction for Sudden Decrease in QoS Requirements

(b) SWS Satisfaction for Sudden Decrease in QoS Requirements

(c) MWS Satisfaction for Sudden Decrease in QoS Requirements

Fig. 6.6. Satisfactions for Sudden Decrease in QoS Requirements
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any Web services. We notice in figure 6.7 that as expected, the conservative

approach allows the community to handle more requests in the event that

there is a sudden change in the number of requests.

Fig. 6.7. Number of Handled Request for Sudden Increase in Number of Requests

From Client

In figure 6.8 we observe the satisfactions for the 3 admission types as well

as the situation where the community does not admit any Web services. We

notice a sharp drop in the client satisfaction in figure 6.8-(a) when there is a

jump in the number of requests. This is due to the large number of requests

that were not handled. However, immediately after the sudden drop, we notice

that the conservative approach allows for the biggest client satisfaction. The

SWS and MWS satisfactions in figure 6.6-(b) and figure 6.6-(c) respectively

remain consistent with previous experiments.

A sudden decrease in the number of requests to the community has a

direct decreasing effect on the number of handled requests. This is because

the community has less requests to handle. This causes to changes in the

satisfactions as well. In Figure 6.9 we observe the number of handled requests

for the 3 admission types as well as the situation where the community does

not admit any Web services. We notice that the number of handled requests
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(a) Client Satisfaction for Sudden Increase in Number of Requests From Client

(b) SWS Satisfaction for Sudden Increase in Number of Requests From Client

(c) MWS Satisfaction for Sudden Increase in Number of Requests From Client

Fig. 6.8. Satisfactions for Sudden Increase in Number of Requests From Client
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drops when there is a drop in the number of requests from the client, this is

natural as there are less requests that can be handled by the community.

Fig. 6.9. Number of Handled Request for Sudden Decrease in Number of Requests

From Client

In figure 6.10 we observe the satisfactions for the 3 admission types as well

as the situation where the community does not admit any Web services. We

notice a sharp increase in client satisfaction in figure 6.10-(a) when the drop

in number of requests occurs. This increase in client satisfaction is due to the

high chance that all requests were handled and that the community was able

to use the SWSs with the highest QoS properties to handle all the requests.

This would mean that the capacities of SWSs were not full, as is depicted in

figure 6.10-(b). We see in this figure that the SWS satisfaction drops when

there is a sharp decrease in the number of requests. The conservative approach

has the lowest SWS satisfaction during this drop since it has the highest

number of SWS count in the community during that time.

We notice an increase in the MWS satisfaction when there is a sharp

decrease in the number of requests from the client in figure 6.10-(c). An in-

teresting observation here is that the increase is normal when the community

takes a conservative approach in the admission. This can be due to the fact
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since there is a higher number of SWSs in the community, these SWSs already

provide the highest possible income to the community.

6.6.4 Experiments Conclusion

The experiments show how the number of handled requests, client satisfac-

tion, SWS satisfaction, and MWS satisfaction can be affected by the MWS’s

approach on how to admit and expel Web services. The results show the flex-

ibility that can be given to a MWS and its corresponding effects.

By modelling different types of clients, the experiments also show the

importance of the MWS’s approach. Having a large buffer gives the MWS the

flexibility to not incur a huge penalty in the event of sudden changes by the

client.

The experimental results also show the benefits of admission and expulsion

compared to the situation where no admission nor expulsion is adopted by the

community. They show that the satisfactions of all 3 parties, and therefore, the

sustained quality of Web services is better if a community adopts admission

and expulsion.
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(a) Client Satisfaction for Sudden Decrease in Number of Requests From Client

(b) SWS Satisfaction for Sudden Decrease in Number of Requests From Client

(c) MWS Satisfaction for Sudden Decrease in Number of Requests From Client

Fig. 6.10. Satisfactions for Sudden Decrease in Number of Requests From Client
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Discussion

In this chapter we perform a comparison between the proposed approach in

this thesis with other solutions proposed by other authors in the domain of

Web services. This includes the limitations of the proposed mechanisms in this

thesis. The comparison has to be discussed at two levels, at the user request

management level when individual requests are sent to the community, and

at the member management level where the community has the opportunity

to admit and expel Web services in the community as it feels necessary.

The comparisons are done qualitatively. This means that our focus is on the

features between the different approaches. For example, the 3 way satisfaction

in our approach which considers the satisfaction of all three parties is a feature

that, to the best of our knowledge, has not been proposed by other authors.

In Section 7.1 we compare our proposed approach with other solutions

at the user request management level. Next, in Section 7.2 we compare our

proposed approach with other solutions at the member management level.

7.1 Discussion - User Request Management

The features that we compare in the user request management level are:

• Selection responsibility on broker or client - whether the selection is done

by the service broker or the service client (Section 7.1.1)
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• QoS based - whether the level of QoS provided by the service providers is

considered in the selection process (Section 7.1.2)

• Three way satisfaction - whether the selection process takes into account

the satisfaction of the service provider and service broker (if applicable)

and the service client (Section 7.1.3)

• Submission of price only - is it possible for the client to submit only the

price that it is willing to pay (Section 7.1.4)

• Fully automated - can the selection be done automatically without manual

interference from a system administrator or client (Section 7.1.5)

• Single point of failure - whether a single point of failure exists in the

solution (Section 7.1.6)

• Substitution Mechanism - whether a method of substitution is proposed

in the event that the service provider fails (Section 7.1.7)

• Composition - whether an aggregation of Web services is proposed in order

to create a composition of Web services to provide a more comprehensive

service (Section 7.1.8)

• Specific QoS properties - whether a specific set of QoS properties or a

general formula was presented (Section 7.1.9)

Finally, we summarize the discussion on the user request management in

Section 7.1.8.

7.1.1 Selection Responsibility

In some cases where the selection of service provider is done by the client [79,

85,98,110], the service broker plays a part in service discovery and collection

of QoS levels data. [98] calls the service broker a certifier but does not do

the selection itself. [85] allows the service broker to trim the list of suitable

service providers, but the eventual selection is still under the responsibility of

the service client. In our approach, this selection is performed by the service

broker (MWS).
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In cases where selection is done by the client, while the client retains more

control, it also means that the responsibility for any kind of substitution falls

on the client. This means that more work has to be done if the selected

service provider were to fail. However, in cases where the selection is done

by the broker, any substitution is carried out by the broker, unknown to the

client.

7.1.2 QoS Based Analysis

All the literature that we came across considered the QoS of the service

providers as part of the selection process. The difference between the models

in the literature depend on the number of QoS properties modelled. In our

thesis we used 4 QoS properties (Availability, Reliability, Execution Duration,

and Price) whereas other literature used different numbers of QoS properties.

For example, in [79] 3 were used (price, execution duration and reputation),

while in other literature no specific properties were mentioned but formulas

were presented [4].

7.1.3 Three-way Satisfaction

[128] proposes two selection algorithms that is to be conducted by a service

broker. One is a homogeneous algorithm where the amount of resources is

shared by all clients, and a non-homogeneous algorithm where clients with

a higher requirement gets more resources. Their approach assumes that re-

sources provided by service providers are divisible, whereas in this thesis, we

assume that each request can only be handled by a single service provider.

The other approaches in Table 7.1 only look at satisfying the client by

fulfilling the QoS requirements of the request. These literatures do not take

into account the satisfaction of the service provider nor the service broker.

Our approach takes into consideration the satisfaction of three parties - the

service client, the service provider and the service broker. This approach is

novel and a key contribution to the research community.
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7.1.4 Submission of price only

To the best of our knowledge, within the domain of Web services, there is no

literature that proposes submitting one QoS property as a method of selection.

In this thesis we have proposed a selection mechanism that allows clients to

submit only the price that it is willing to pay. In this modern age where

budgets are getting increasingly tight, such a model is becoming more relevant.

7.1.5 Fully automated

The main advantage of using Web services is its ability to be automated. A

fully automated selection allows the service provider to be selected automati-

cally without any interference from the system administrator or the client. In

our solution we have specified a selection mechanism that is capable of being

fully automated. One assumption that we have made is that the communi-

cation methods and syntax language has been determined beforehand among

the parties (See Section 2.3.2).

Solutions have been proposed in order to better enable full automation

among Web services (See Section 2.3.2). For example, Protocols such as SOAP

and WSDL allow the three parties to communicate with each other. These

solutions can be implemented alongside the approaches in Table 7.1.

7.1.6 Single point of failure

In some literature within the domain of Web services, there exists a single

point of failure in the service broker. This applies for approaches where the

selection is done by the service client [79,85,98,110], this is because the service

broker is responsible for gathering the QoS information and if this fails, then

the service client does not have any information to make the selection. The

one exception [87] invokes a new agent for each request. This agent collects

QoS information on behalf of the client. If one agent were to fail, it does not

affect the other agents of other requests. This approach is more robust than
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our approach of a community of Web services since if the MWS were to fail,

then no requests can be handled.

7.1.7 Substitution Mechanism

[115] mentioned the need to substitute or replace a service provider if it fails

but did not propose a mechanism for doing so. In our thesis we have provided

a full mechanism for the community to substitute service providers in case

of failure. The substitution mechanism allows the service client to submit

the request once and ignore any possible failures that might occur on the

service providers. This is because, in our approach, the MWS is responsible

for finding a service provider to substitute the failed service provider and send

the eventual reply back to the service client.

7.1.8 Composition

Web services of different functionality can be aggregated together in order to

provide a service that has more functionality than each individual Web service.

Such an aggregation is called a composition. In our thesis we do not deal with

composition of Web services since a community of Web services consists of

Web services with the same functionality. However, in other literature, the

aggregation of Web services is heavily discussed [4, 5, 79, 85, 115, 132] which

result in a composition.

7.1.9 Modelled with Specific QoS properties

In some literature, including this thesis, the models presented include specific

QoS properties. In this thesis we use 5 QoS properties (price, availability,

reliability, execution duration and capacity). This approach is similar to other

literature [5, 47, 110, 115, 132] which may use different QoS properties. Some

literature do not list specific QoS properties [4,40,85,87,128]. Some approaches

provide both [79].



168 7 Discussion

Although we have specific QoS properties in this thesis, it is trivial to

extend our formulas to a more general formula to encompass different QoS

properties. Our proposed weighted sum formulas can be extended to include

more than 5 QoS properties. The use of both probabilistic (availability and re-

liability) and deterministic values (price, execution duration, and capacity)for

the QoS properties in our thesis make this extension trivial.

7.1.10 Summary

We summarize these features across different approaches in Table 7.1 where

m is a constant and n is the number of service providers to choose from.

Table 7.1. Comparison of qualitative properties

Qualitative Property This Thesis [79, 85,98] [87] [4, 5, 40,47,79,110,128,132] [115]

Selection Responsibility Broker Client Broker (Agent) Broker Broker

QoS based Yes Yes Yes Yes Yes

Three-way Satisfaction Yes No No No No

Submission of price only Yes No No No No

Fully automated Yes Yes Yes Yes Yes

Single point of failure Yes Yes No Yes Yes

Substitution Mechanism Yes No No No Yes

Composition No Yes No Yes (No for [40,47,79,110,128]) Yes

Specific QoS Properties Yes Yes (No for [85]) No Yes (No for [4, 40,128]) Yes

7.2 Discussion - Member Management

The features that we compare in the member management level are:

• Three way satisfaction - the decision on whether a service provider joins

or leaves a group of Web services is done considering the satisfaction of

the service provider, service client and service broker (Section 7.2.1)
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• Auto-updating of QoS Level - whether the mechanism allows an automated

update of the QoS of service providers (Section 7.2.2)

• QoS of a group of Web services - whether it is possible to calculate the

QoS level of a group of Web services (Section 7.2.3)

• Broker and Provider SLA negotiation per request - whether the service

broker and service provider has to negotiate a new SLA for each request

that the service client submits (Section 7.2.4)

7.2.1 Three way satisfaction

Our approach presents a mechanism of deciding which Web services to join the

community that takes into consideration the satisfaction of the service client,

service provider and service broker. In the domain of composition of Web

services, [4,5,50,58,59,96,130,132] consider which Web services to admit into

the composition by considering the level of QoS provided to the service client

but disregard the satisfaction of the service providers and the composition as

a whole. By taking into account the satisfaction of the service providers and

service broker, our approach can better sustain the long-term QoS as shown

in the experiments in Section 6.6.

7.2.2 Auto-updating of QoS Level

Ensuring the QoS of service providers remain a challenging task. Certain

solutions include having an external party continuously probe the QoS level

of the service providers [19,133], other solutions consider creating the history

of the service providers and updating the reputation property of the service

provider. [110] takes the approach of having a service broker certify the QoS

level of the service providers before they are published on the registry.

The updating of QoS level occurs naturally in our approach due to the

proposed auction system within a community of Web services. Since all traffic

flows between the service client and SWS, the MWS is very clear on the level
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of QoS that is provided to the service client. In addition, the proposed auction

system ensures that the SWSs truthfully reveal the level of QoS that they can

provide.

7.2.3 QoS of a group of Web services

There exists literature on the end-to-end QoS provided by a composition of

Web services [59, 130], but this is not applicable when determining the QoS

of a group of similar Web services. We published in an earlier paper [77] that

explains how this can be done. One benefit of being able to determine the QoS

of a group of similar Web services is to publish such information on the service

registry. This allows the service client to accurately determine its expectations

when sending a request to the community.

7.2.4 Broker and Provider SLA negotiation per request

In a community of Web services, the relationship between the service bro-

ker and service provider is determined when the service provider joins the

community. However, in a composition of Web services [61], the relationship

between service provider and service broker is further and negotiation of a

SLA is required each time the service broker requests for the services of the

service provider. While this negotiation can be automated [104], it provides

an extra layer of complication and takes more time each time the service client

submits a request.
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Conclusion

In this thesis we have shown our approach on how to sustain the quality of

Web services. We first introduced the problem and the complexity behind it.

We then presented the related work in other literature on how to sustain the

quality of Web services from fields ranging from the SOA domain to cloud

computing.

We proposed to use the framework of a community of Web services in

order to sustain the quality of Web services. We expanded on the CNP by

introducing auction theory into the community of Web services. Next, we pre-

sented our proposed mechanisms into 2 main categories, the first involves the

selection process of a Web service when a request is received by the commu-

nity which we call the user request management. The second category involves

the overall management of Web services in the community in order to better

sustain the quality of Web services which we call the member management.

Fixed-price auction was proposed in order to allow service clients to sub-

mit requests based on a fixed price. We showed the properties of using a

fixed-price auction and how it can be incorporated into the framework of a

community of Web services. This auction mechanism was used as part of a

3-way satisfaction selection approach that takes into account the satisfaction

of the service client, the service provider and the service broker. In addition,

QoS monitoring approaches were proposed in the context of a community in
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order to best determine whether a substitution needs to occur if an originally

selected service provider were to fail. A substitution mechanism was proposed

using a similar 3-way satisfaction approach in order to best select the service

provider to handle the substitution process.

In addition, we performed experiments using real-world data to show the

benefits of using the fixed-price auction system. We compared the fixed-price

auction system with the basic method of selecting the SWS to handle the

request and an auction based selection where the MWS sends the SWSs all

QoS requirements except the price. In our conclusion for the fixed-price auc-

tion experiments, we showed that the auction system gives more flexibility to

the community. The fixed-price auction system gives the client the flexibility

of submitting only the price to the community. Such a feature is important

in today’s context where budget is a major constraint. Although in our ex-

periments and proposal we have used price as a fixed value to conduct the

fixed-price auction system, another QoS property other than price could be

fixed if the community prefers it. This can be done according to the design of

the community.

The 3-way satisfaction approach for user request management section were

simulated using experiments that compared both the selection and substitu-

tion processes. These experiments were conducted with real-world values in

order to improve the credibility of the experiments. We showed in the ex-

periments how the 3-way satisfaction approach can be implemented within

the context of a community of Web services. In the experiments for both

the selection and substitution processes, the 3-way satisfaction approach was

compared with the traditional method of using only the satisfaction of the

client to select or substitute the Web service. We showed in the experiments

that using the 3-way satisfaction approach gives a higher total satisfaction

over time compared to the traditional method. This higher total satisfaction

is eventually translated into a higher income for the community as well as a

higher number of handled requests in total.
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Next in the member management chapter, we proposed mechanisms to

manage the components of a community of Web services. Before any admission

or expulsion can occur, we proposed a method to best predict the QoS that

a community can provide as a whole, as well as methods to project the client

requirements. With the projected client requirements, the community can

then better manage the number as well as the type of service providers in

the community. This involves both the admission and the expulsion of service

providers from the community. We proposed a 3-way satisfaction approach in

order to best select service providers to join the community. A similar 3-way

satisfaction approach was proposed to decide which service providers to expel

from the community.

We demonstrated how the 3-way satisfaction approach can be used in the

admission and expulsion of Web services in a community. We considered dif-

ferent types of client that behave differently and see a conservative, normal or

risky approach by the community reacts to these different clients. We demon-

strated how different property values can affect the satisfaction of the different

parties. Using the admission and expulsion mechanisms earlier, we show how

the MWS can make its own decisions on how it would like to administer the

community.

We compared our approaches in the discussion chapter. We looked at the

qualitative features of our approach with other approaches within the domain

of Web services. Similar to the rest of the thesis, the comparison was divided

into the user request management section, and the member management sec-

tion.

Through our proposed mechanisms, we have shown how our unique ap-

proach of 3-way satisfaction using the framework of a community of Web

services can sustain the quality of Web services.
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Future plans

In this chapter, we look at possible further research topics that might be

developed from this thesis.

In this thesis we have assumed that the selection of the MWS is a concep-

tual one. We acknowledge that the MWS is a single point of failure within the

framework of a community of Web services. One potential topic could include

a mechanism on how a SWS might promote itself to become a MWS in the

event that the MWS were to fail.

We introduced auction theory into the framework of a community of

Web services. One area that might be lacking is research into the collabora-

tion among service providers. Although in our current framework the service

providers do not theoretically know the identity of each other, the realistic

possibility of this cannot be ruled out. When service providers discover the

identity of each other, it would be interesting to consider the effects of po-

tential collaboration among each other. It would be interesting to know how

such collaboration might affect the fixed-price second QoS auction. More im-

portantly, further research could go into what additional steps the community

can do to negate or at least minimize the effects of such collaboration.

It might also be interesting to see how auction theory would be imple-

mented within the context of cloud computing. In the domain of cloud comput-

ing, a selection is also done across different levels to determine which service
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at a lower layer is selected to handle the request. It seems entirely plausible to

implement auction theory into this selection process, however, more research

needs to be done on exactly how this can be implemented and the implications

for doing so.

The 3-way satisfaction approach could also possibly be extended into the

domain of cloud computing. The similar selection process could take into

account the satisfaction of multiple parties and not just the satisfaction of

the service client. The exact implementation needs more research and the

implications within the domain of cloud computing need to be discussed as

well.

In our thesis, although we used some real-world values, we feel that a

running working example could best be used in order to illustrate the benefits

of our approach. This would allow a better and more accurate analysis of how

well the proposed mechanisms work.

This concludes the future possible research topics on the PhD thesis titled

Sustaining the Quality of Web Services.
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