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Abstract. Complexity can mean many things to many people.  This paper pre-

sents an empirical, relativistic definition of complexity relating it to the system 

of interest, the behavior which is to be understood, and the capabilities of the 

viewer.  A taxonomy of complexity is described based on this definition.  Com-

plexity and complication are compared and contrasted to provide some context 

for these definitions.  Several methods of reducing or managing complexity are 

presented, namely abstraction, transformation, reduction and homogenization. 

Examples are given for each of these. 
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1 The Age of Complexity 

“I think that the next century (21
st
) will be the century of complexity” 

- Stephen Hawking 

 

The 20th century was certainly a time when we witnessed technological advances on 

a number of fronts including agriculture, transportation, communication, computation, 

energy, medicine and the like.  However, the 21st century is one of complexity in 

which the interaction between these technologies, human behavior and the forces of 

nature form new and evolving systems.  

A number of systems trends have been driving the exponential increase in system 

complexity.   The notable reasons for this are an increase in both the scale and scope 

of interconnectivity and the increased participatory role of human agents.  The dra-

matic increase in Software and Networking has had the major impact on interconnec-

tivity.  No longer are interactions limited by physical connectivity as they are in elec-

tro-mechanical systems.  It is not possible to clearly define the impact of changes in 

software as was done in electro-mechanical systems.  Hence, it is not as easy as it 

once was to determine what makes a car stop and go.  Note that the cost of software in 

an automobile is greater than the cost of the steel.  

Networking greatly impacts the quality of interconnectivity among agents of the 

same type.  Notably, both the speed and richness of communication has increased 

with examples such as high-frequency trading and communication in the academic 
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community. These factors also increase the quantity and connectivity between agents 

that previously had no connections.  Socio-technical systems are driven by the human 

element.  In the past, connectivity between humans was largely based on geography 

(according to one estimate the average American in the 1800’s traveled an average of 

50 meters per day [1].   

Today, with the internet we are rapidly increasing the number of people who com-

municate and interact at a distance.  In addition, through search technology we are 

discovering the shortest paths between two points.  The hidden small world is now 

becoming much more visible.  The six degrees of separation are being reduced, made 

accessible and turbocharged. The participation cost has been greatly reduced so that 

more people can participate which is an increase in scale, but is also an increase in 

scope as those who were once bystanders are becoming active participants as with 

Web 2.0. Finally, the impact of human behavior has risen to the degree that affects 

nature on a global scale.  The world has truly become interconnected.  The notion of 

systems with fixed boundaries, with agents playing fixed roles is quickly disappear-

ing.  

Complexity is the challenge, but what is complexity?  How do we define it? 

2 Complexity and Complication: Definitions 

While many use the terms complexity and complication interchangeably, they have 

very different meanings.  The literature follows these three basic categories of defin-

ing complexity.   

Behavioral Definitions: The system is viewed as a black-box and the measures of 

complexity are given based on the outputs of the system.  Behavioral measures in-

clude complexity as entropy in which the Shannon entropy of an output message from 

the system is regarded as a relatively objective measure of complexity [2]. Another 

definition is the effective complexity of the system in which the output of the system 

is divided into two parts: regularities and randomness.  The effective complexity is 

the information content of the regularities whose determination is subjective and con-

text dependent [3,4]. Statistical complexity defines complexity as the minimum 

amount of information from the past outputs of the system necessary to predict the 

future outputs [5]. This approach is problematic with respect to contexts which in-

volve non-linear state changes to the system. 

Structural Definitions: A measure or definition of complexity is given based on 

the structure/ architecture of a system. Many refer to the complexity of a system based 

solely on size.  This is an objective definition that is perhaps the easiest to quantify.  

While complex systems quite often have a large number of components, complexity is 

more about how these components interact and are organized.  For example, there are 

45K protein coding genes in rice and 25K in Homo sapiens, but few would argue that 

rice is the more complex of the two.  Another approach is to look at fractal dimen-

sions [6]. While this definition is insightful, it is limited to certain types of structures.   

There are also hierarchical measures [7]. Simon claims that all complex systems have 

some degree of hierarchy and making building blocks on various levels is an im-



portant way that nature creates a complex system.  However, the determination of the 

building blocks is arbitrary and context dependent. 

Constructive Definitions: The complexity of the system is determined by the dif-

ficulty in determining its future outputs.  The logical depth approach [8] shows how 

difficult it is to construct an object and regards the difficulty from a computational 

perspective, translating complexity into the number of steps needed to program a 

Turing machine to produce the desired output.  This is a computational approach in 

which everything in the system needs to be digitized. Another approach is using 

thermodynamic depth [9] which is a more general form of logical depth which 

measures the amount of thermodynamic and informational resources necessary to 

construct an object.  This method attempts to mimic the structure of a system by re-

generating the output, but as this approach views the system as a black-box it can 

result in an unnecessarily large depth for the system. 

There are also more general definitions of complexity [10, 11].  While all of these 

approaches have their merit, they do not seem to answer the essential question of what 

we mean when we use the word complexity. 

The word complicated is from the Latin com: together, plicare: to fold.  The adjec-

tive meaning of ‘difficult to unravel’ was first used in 1656 [12]. Interactions in com-

plicated systems are often restricted with respect to interconnection, and can often be 

unfolded into simpler structures.  In this case, decomposition works, while complex 

systems cannot be so easily unwoven.  Complexity is related to the structure of the 

system. 

Complexity is from the Latin com: together, plectere: to weave.  The adjective 

meaning of ‘not easily analyzed’ was first recorded in 1715 [13]. Thus, from its first 

usage, complexity was synonymous with the ease of understanding something. The 

essence of complexity is interdependence. Interdependence implies that reduction by 

decomposition can’t work, because the behavior or each component depends on the 

behaviors of the others. 

Reductionism which alters the structure of a system cannot be used effectively as 

an analytic tool for a system whose behavior is critically dependent on these details. 

The structure often defines the system. 

One can imagine complicated systems which are not complex, and complex sys-

tems which are not complicated.  Figure 1 shows some examples of the possible per-

mutations.  The low complexity, low complication quadrant is populated with rela-

tively simple inanimate objects, generally of a mechanical design.  Systems engineer-

ing has traditionally been most successful in the high complication/low complexity 

quadrant, and system science in the low complication/high complexity quadrant.  

However, due to the need to engineer increasingly complex systems such as Systems 

of Systems and Socio-Technical systems, it is necessary to move systems engineering 

capabilities from the high complication/ low complexity quadrant, up to the high 

complication/ high complexity one.   

 



 

Fig. 1  Complication and Complexity: a) Mandelbrot Set, b) stock market, c) bicycle, d) pro-

cessor chip.  

Kurtz and Snowden [14], in the formulation of the Cynefin Framework, divide the 

decision making space into four domains, as shown in Figure 2.  Roughly speaking, 

the “known” and “knowable” domains translate into the low-complexity, low-

complication quadrant and the low-complexity high-complication quadrants, respec-

tively, while the “complex” and “chaotic” domains are reflected in the high-

complexity half of Figure 1. 

 

 
 

Fig. 2  Cynefin Framework (source: Kurtz & Snowden [14]) 



 

One might say that complexity is the degree of difficulty in understanding how a 

system works and thus how it behaves, but this might be too strong of a statement.  

With systems that are constantly evolving, it may not be possible to understand all the 

elements in a system, let alone how they interact, but it might be possible to predict 

how the system behaves.   If we are to embrace complexity, then we need to accept 

the fact that understanding exactly how a system works may not be possible and we 

should focus on trying to understand how a system behaves.  Thus, embracing com-

plexity involves a shift of emphasis from how something works to how it behaves.  

This is major paradigm shift.  

So what are the elements that make the behavior of a system difficult to predict? 

One could ask the same question about something else which seems to be just as 

nebulous, such as ‘beauty’.  This is just as difficult to define and there probably isn’t 

consensus on examples of beauty, let alone a consensus on the properties of an object, 

phenomenon or idea that imbues something with beauty.  Just how do we objectively 

measure beauty?  What are the common traits between things that are beautiful?  Per-

haps the same is true about complexity to some degree. 

This is particularly difficult if one assumes that beauty is an intrinsic property in-

dependent of context and the observer. Rather than try to define beauty in terms of the 

characteristics of the object, perhaps it would make more sense to define it in terms of 

the effect that it has on the system which includes the observer.  Such a definition 

might be, “beauty is something that brings pleasure to the observer.”  With this defini-

tion, it is clear that the beauty is dependent on the observer and context and one could 

imagine the means of perhaps measuring it through an electroencephalogram (EEG) 

or some other such device.   

 

 

 

Fig. 3  Complexity – Relationship between Observer, System and Context. 

Many others have discussed the critical importance of the observer on the system of 

interest.  For example, philosophers such as John R. Searle [15] have divided the 

world into the ontologically objective and subjective; and into the epistemically ob-

jective and subjective.   The Soft Systems Methodology (SSM) proposed by Check-

land is a systematic approach [16] that is the result of continuing action research that 



is used to analyze real-world problems by treating systems as epistemological rather 

than ontological entities, thus being dependent on human understanding.  This is par-

ticularly important in the case of complex systems in which the analysis lacks a for-

mal problem definition. This view is supported by the constructionistic epistemolo-

gists (first used by Jean Piaget [17]) who maintain that natural science consists of 

mental constructs that are developed with the aim of explaining sensory experience 

(or measurements) of the natural world. Some contributors to this philosophy include: 

dialectic constructivism (Piaget [18]), radical constructivism (Glaserfeld [19]) 

(Watzlawick [20]), (von Foerster [21]), (Bateson [22]), and Projective Constructivist 

Epistemology (Le Moigne [23]). 

 

Taking the same approach that we took with ‘beauty’,  as shown in Figure 3, ‘com-

plexity’ may be defined as a relationship to the observer and context as:  

 

“the degree of difficulty in accurately predicting  

the behavior of a system over time.” 

 

Thus, the degree of complexity is not only related to the system, idea or phenomenon 

of interest, but also is dependent on the context, the behavior in which the observer is 

interested, and the capabilities of the observer.  Thus, there are a number of means by 

which the complexity of the system can be reduced without changing the system it-

self.    

We appear to have these same issues with the definitions of other key terms in sys-

tems including such things as what is a “system” and the “-ilities” such as security, 

availability, flexibility, adaptability, etc.  To avoid confusion, one should remember 

that the notion of ‘systems’ is a model that is employed to make sense of reality and 

the context and observer are all critical to this model building.  Certainly the phrase 

‘system of interest’ makes this point explicit.  

Context is a critical aspect in the analysis of systems and is often neglected when 

discussing complexity.  Context has three distinct faces, as described below, and the 

term is often used to refer to one or a combination of them depending on the situation 

[24].  

Computational Context: When analyzing systems in the space-time domain, the 

initial and boundary conditions are quite important in determining the state of the 

system. Context in this sense can change by moving the boundaries of the system or 

changing the time reference.  

Interpretative Context: As an observer, one can have different interpretations of 

the state of a system, based on the perceptual frame work s/he is using. The state of 

the system (or parts of it) can be interpreted as order/ signal or disorder / noise de-

pending on the view point of the observer. A particular shape of a termite mound 

could be viewed as a magnificent structure, if the observer has seen a castle or some 

similar structure before. Otherwise, the shape can be completely meaningless. 

Paradigmatic context: In some complex systems, especially those with human el-

ements, a notion of context emerges as a result of the combination of the internal 

states of the agents and their interactions. This notion of context includes a set of 



rules, standards, collective perceptual framework or a value structure. This can be 

thought of as a generalization of what Thomas Kuhn calls “paradigm” [25] specifical-

ly for the scientific community. This is also aligned with the notion of "socially con-

structed phenomena" that we have already talked about. 

In most of the discussions about the context of a system, people refer to the first 

and sometimes the second form, but rarely the third. The important point is that in 

human-centric complex systems, there is a cyclical causation between the last two 

forms of context. In a way, the paradigmatic form shapes the internal interpretative 

context which itself influences the paradigm of the system. 

3 Factors of Complexity 

Complexity is far too, well complex, to be described with a scalar quantity.  Rather 

there are several dimensions which reflect the overall difficulty in accurately predict-

ing the future behavior of a system. The following are a set of factors that relate to the 

overall system of observer, context and system which is consistent with the definition 

of complexity that we have established.  These factors consists of two major compo-

nents.  The first relates to desired accuracy and scope of the prediction and the second 

relates to the degree of difficulty in obtaining the desired predictive capability.   

Prediction quality can be determined to depend upon the achievable precision, 

timescale and breadth of context.   The following are some of the ranges for each of 

these which are relative to the system of interest. 

The precision of predictive capability ranges from:  

 Exact (approximate) state is deterministic 

 Exact (approximate) states have stochastic probabilities 

 Exact (approximate) states have stochastic ordering 

 Future (current) states are ill-defined 

 Future (current) states are largely unknown 

The timescale of predictive capability ranges from:  

 Beyond the expected life of the system 

 Accepted life of system 

 Significant fraction of life of system 

 Small fraction of life of system 

 Only for small deviations from current state 

The breadth of context for the predictive capability ranges from: 

 All imaginable contexts 

 All likely contexts 

 Some contexts 

 Only current context 



The desired quality level of prediction can be created by specifying a vector in this 

space. 

Prediction difficulty is determined by three critical factors.  The first factor is the 

degree of difficulty in understanding the relationships that govern the interactions and 

behaviors of the components. The second factor is the degree of difficulty in knowing 

the current state of the system to the level necessary to apply the relationship 

knowledge.  The final factor is the degree of difficulty in knowing or computing the 

behavior of system.  One of the most challenging aspects of this computation is ability 

to discover and predict unforeseen emergent behaviors.  Quite often these emergent 

behaviors are dependent upon relationships that are not well understood and may be 

critically dependent on the system’s initial conditions. The following are some of the 

ranges for each of these which are each relative to the system of interest. 

The difficulty in understanding relationships governing interactions and behaviors:  

 Essential relationships are well understood quantitatively 

 Essential relationships are well understood qualitatively 

 Essential relationships are not well understood  

 It is unknown which are the essential relationships 

The difficulty in acquiring necessary information needed to make a prediction:  

 Essential information is known 

 Essential information may be acquired with significant effort 

 Essential information may not be acquired in that it is not measurable or the act of 

measuring it causes it to substantially change 

 It is unknown what constitutes essential information in the future (currently) 

The difficulty in computing the behavior of the system: 

 Behavior of the system is evident through mental analysis  

 Behavior of the system may be calculated in the desired time on a personal com-

puter 

 Behavior of the system may be calculated in the desired time on a super computer 

(1000x PC)
2
 

 Behavior of the system may be calculated in the desired time on a foreseeable su-

per computer (1Million x PC) 

 Behavior of the system may be calculated on a theoretical quantum computing 

system 

 Behavior of the system may not be calculable 

For example, the relationship of factors is fairly well known in a weather system, 

but the challenge is to understand the current state to the necessary level of accuracy 

and being able to calculate the resultant weather more quickly than the actual phe-
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nomenon.   Climate change is much more difficult as the relationships between the 

relevant factors are not well understood.   

This approach embraces complexity in that the taxonomy is not based on how the 

system works, but rather how it behaves.  While other taxonomies may be used to 

describe the physical characteristics of the system, this may lead to erroneous conclu-

sions about the systems complexity per our definition.  For example, a simple cellular 

automata system may be composed of few agents, have well defined communication 

and simple rules for behavior, yet result in behaviors that are very difficult to predict.   

The converse is true as well. 

4 Complexity Reduction 

What can be done to reduce complexity, that is, to make system behavior more pre-

dictable?  While some such as A. Berthoz [26] have proposed a set of organizing 

principles based on biological systems for “simplexity”, the means to provide com-

plementary relationships between simplicity and complexity, this paper is intended to 

describe approaches by which to reduce the difficulty in predicting the possible future 

behaviors of systems.  Four possible approaches described in this paper to reduce 

complexity are: reduction, homogenization, abstraction, and transformation, each of 

which is described below. 

4.1 Reduction 

Reduction is the process of removing superfluous elements from the system, either in 

practice or in implementation, and/or limiting the context under which the system is 

allowed to operate and reducing the state space to something which is understood.  

For example, when using a subway system, most riders are interested in how to travel 

from point A to point B, making the necessary connections.  A map, as shown in Fig-

ure 4, provides just this amount of information, by eliminating elements that are not 

relevant to understanding this particular behavior.  It should be noted that reduction-

ism in this case does not eliminate structure, but rather makes the essential structure 

much more visible. 

Reduction in context can be used when a system is moving into a regime in 

which its operation is not valid, such that steps are taken to move it back into a known 

space.  For example, an integrated circuit’s operation is well understood within cer-

tain temperature, voltage and frequency constraints and it is not allowed to operate 

outside this regime where it becomes far less predictable and perhaps chaotic.  Thus, a 

potentially complex system is transformed into one that while being complicated is 

highly predictable. 



 

Fig. 4  Paris Metro Map (Source: http://www.ionbee.net/media/parismetromap.jpg) 

4.2 Homogenization 

Homogenization is somewhat related to reduction in that it provides the possibility to 

reduce the types of elements or agents by classifying them into sets that are relatively 

indistinguishable or homogeneous.  This is the technique that allows statistics to be 

applied to situations rather than being forced to understand the behavior of each ele-

ment.  For example, it would be intractable to predict the behavior of more than a few 

molecules of air, yet the aggregate behavior of 10
27

 such molecules, namely pressure, 

volume and temperature, can be predicted with a simple ideal gas model if each mole-

cule is treated as being indistinguishable.  One should remember that if the behavior 

of interest is that of the individual molecules, then the system is highly unpredictable, 

and highly complex.  Hence, the same system can be highly complex or very simple 

depending on the type of behavior of interest and the context of operation. 

    One must be very careful when applying the technique of homogenization not to 

overly simplify the model of the system to the point where it is not useful in predict-

ing the desired behavior.  For example, one part in a billion can make a big difference 

in certain reactions.  In semiconductors doping levels on the order of 1 part per 

100,000 can increase the conductivity of a device by a factor of 10,000 times.  There 

are many systems in which a small amount of inhomogeneity can create starkly dif-

ferent behaviors.  For example, pure water in isolation at 1 atmosphere pressure will 

freeze at -42 degC or even as low as -108degC if cooled sufficiently quickly, while 

water in the presence of dust or other impurities that can serve as crystallization sites 

freezes at the familiar 0 degC. 

4.3 Abstraction 

Abstraction is essentially the ability to decouple elements in a system and transform it 

from a woven to a folded statement in which interactions are restricted.  A good ex-
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ample for this part is language and thought: the more abstraction we enter in our lan-

guage by encapsulating a notion into a word, the more we will be able to deal with the 

complexities of a conceptual problem. In fact, the creation of jargon in a scientific 

field, is a form of abstraction that serves to reduce the complexity of that field.  Mead 

and Conway’s book, Introduction to VLSI Systems, published in 1980 [27] codified 

this layering, as shown in Figure 5, and helped to transform complexity to complica-

tion in VLSI systems. This success has allowed the creation of incredibly complicated 

systems with deterministic behavior which has driven software complexity and net-

working which has driven us to very complex systems. 

  

Fig. 5  Layering within Computing Systems utilizing VLSI Technology 

It is also interesting to note that abstraction reduces the complexity at the existing 

boundary of a system, but it also creates a new level of complexity. In fact, this is one 

of the main mechanisms behind the progress of various fields in human knowledge: 

Efforts to reduce complexity results in creation of new level of abstractions. The re-

sulting abstractions create a new boundary for the system and generate a new form of 

complexity, and the cycle continues. 

4.4 Transformation 

Transformation is a technique in which the problem space is altered such that it be-

comes more tractable and predictable.  An example of this is taking a system that is 

very difficult to understand in the time domain and performing analysis on it in the 

frequency domain.  Moving from systems governed by rules to ones governed by 

principles may be seen as a form of transformation. Sometimes perspective can have 

an enormous impact on one’s ability to understand a system’s behavior.  

One of the important studies in systems science is that of networks.  In this case, 

the system is analyzed with a transformation of its precise structure, to one that is 



characterized by local and non-local connectivity and diameter (degrees of separa-

tion).  This transformation enables a significant reduction in the number of factors 

that need to be addressed to understand the behavior of the system. Each of the sys-

tems shown in Figure 6 is composed of networks of systems that experienced evolu-

tionary processes and as a result have a similar network structure with respect to con-

nectivity and diameter.  In this case these are composed of ‘scale free’ networks 

whose degree distribution follows a power law, such that a small number of nodes 

have a large number of interconnections, while most have a small number of inter-

connects.   

 

Fig. 6  Network Structures in Evolving Systems 

It is known that these types of systems are rather resilient to random faults or at-

tacks, yet are very susceptible to failure in the “too big to fail” nodes.  These systems 

also involve tipping points which when tipped places the system in a different state 

such that it is usually not easy to return to the prior state.  Thus, much can be under-

stood about the system based on a small amount of information. 

5 Conclusion 

In summary, the following are some of the significant points made in this paper.  

First, system complexity is increasing exponentially due to increases in both the scale 

and scope of interconnectivity and the role of human agents in the system.  Embracing 

complexity requires a paradigm shift from attempting to deterministically understand 

how a system works to how a system stochastically behaves.  While one should not 

give up on understanding the inner-workings of a system, it cannot be assumed that 

complete knowledge of the system will be possible.  

Complexity can defined as: “the degree of difficulty in accurately predicting the 

behavior of a system over time.”  This definition includes the critical framework of 

the system, observer and context.  Thus, the complexity of a system can be simultane-

ously very high or very low depending of the type of behavior that the observer is 

trying to predict.  Complicated systems may have many parts, but the scope and be-



havior of these interactions are generally well constrained, and their behavior is de-

terministic.  Complex systems, on the other hand, have a much richer set of interac-

tions, and have behaviors that are impossible to accurately predict.  System complexi-

ty can be viewed from a multi-dimensional taxonomy including precision of predic-

tion, time scale of prediction, difficulty in acquiring necessary information, and 

breadth of context. 

Complexity can be reduced through reduction, homogenization, abstraction and 

transformation. A final general note to make, which seems obvious, is that when us-

ing any of these techniques, some information about the system is lost. Whether that 

piece of information is crucial or superfluous depends on the context and that particu-

lar application of the system. It is always essential to have the assumptions behind 

each of these four techniques in mind. Many systems failures are the result of a par-

ticular simplification technique being used successfully in one context and then being 

misapplied in another context in which the missing information is critical.  

The challenge of science as Einstein put it, is to make things “as simple as possi-

ble, but no simpler.” 
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