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Abstract
Modern cloud infrastructure is powered by cluster manage-

ment systems such as Kubernetes and Docker Swarm. While
these systems seek to minimize users’ operational burden,
the complex, dynamic, and non-deterministic nature of these
systems makes them hard to reason about, potentially leading
to failures ranging from performance degradation to outages.

We present Kivi, the first system for verifying controllers
and their configurations in cluster management systems. Kivi
focuses on the popular system Kubernetes, and models its
controllers and events into processes whereby their interleav-
ings are exhaustively checked via model checking. Central
to handling autoscaling and large-scale deployments are our
modeling optimizations and our design which seeks to find vi-
olations in a smaller and reduced topology. We show that Kivi
is effective and accurate in finding issues in realistic and com-
plex scenarios and showcase two new issues in Kubernetes
controller source code.

1 Introduction
Modern cloud infrastructure relies on technologies like con-
tainers, microservices, and serverless computing to develop
applications that are resilient and manageable. To orches-
trate these components, practitioners are widely adopting clus-
ter management systems like Kubernetes (K8s) and Docker
Swarm. These systems consist of a diverse collection of con-
trollers (e.g., scheduler, autoscaler). Aiming to minimize the
users’ operational burden, these controllers run in a continu-
ous closed loop and automatically drive the cluster towards
desired goals through manipulating shared cluster objects.

However, it is challenging for users to safely and correctly
use these cluster management systems, and many outages
have occurred as a result [10, 15, 20, 22, 35]. Even a single
controller can consist of sophisticated workflow logic that is
influenced by diverse configuration parameters, introducing
opportunities for human mistakes. For example, the sched-
uler in K8s has 12 different pipeline stages and 21 complex
scheduling strategy plugins (each of which contains a few
or even a dozen of parameters to tune) to choose from for
these stages [25]. Moreover, even if users correctly configure
a single controller, multiple controllers can have non-trivial in-
teractions because they operate on overlapping sets of cluster
components [56]. Furthermore, frequent operational changes,

multiple teams of engineers making changes with different
goals, and unpredictable environmental events (e.g., workload
changes and failures) all amplify the chance of a mistake.

Through case studies of community-collected failure
cases [2], we have identified a collection of unintended or
pathological behaviors (§3.1) that can happen due to the
aforementioned challenges. Unintended behaviors include
the number of pods (a pod is the smallest deployable unit in
K8s) dropping below a necessary minimum, or the placement
of pods becoming unexpectedly unbalanced. Pathological
behaviors include a pod oscillating in an unending cycle of
scheduling and eviction, or failing to be scheduled despite the
existence of plentiful resources. These behaviors can result
in performance degradation and even serious service outages,
yet are hard for users to reason about manually.

With the increasing complexity of cluster management
systems, we believe users need automated ways to check
the correctness of their clusters. Testing and emulation [44,
47, 57–59, 63, 74, 75, 78] are common ways to find issues,
but they are insufficient for cluster management systems
where controllers run asynchronously and events may take
place in any non-deterministic order. On the other hand,
verification techniques are known to provide high cover-
age of distributed systems by considering all interleavings
of components. There have been many successful stories
using verification for distributed systems and networking
(e.g., [40–43, 49, 50, 53, 61, 62, 67, 72, 73, 76, 77, 79]), yet
none have been tailored to cluster management systems. They
either focus on low-level implementation details or specific
protocols (e.g., Paxos, BGP), instead of the properties that are
related to the entanglement of several or even tens of control
components. For instance, in K8s, the number of replicas is
affected by the deployment controller, horizontal pod autoscal-
ing (HPA), scheduler (and its various plugins), descheduler,
events like node failures, and more.

In this paper, we present Kivi, the first system for veri-
fying cluster management system controllers and their con-
figurations. Kivi focuses on Kubernetes, the most popular
open-source cluster management platform. Kivi takes the
users’ intent1, the state and configuration of the cluster, and

1We use “intent” to mean a set of properties that the cluster administrator
wants to ensure.
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the event assumptions as inputs, and verifies if the cluster
can violate the intent. If a violation is possible, it generates
a minimal counterexample. Kivi checks on four categories
of properties (§3.2) that we have identified in the domain
of cluster management systems: unexpected topology, object
numbers, object lifecycles, and oscillation.

It is challenging to effectively verify K8s, as it has a very
complex and large implementation. To make verification
tractable, we need to move from source code to a model; but
this in turn involves work to build a faithful model. Our main
goal in Kivi is to verify the interactions between controllers
or between controllers and events. Therefore, to make mod-
eling feasible and sufficiently faithful, we found it is enough
to model the high-level logic the controllers use to interact
with the cluster (i.e., via manipulating object states like the
status of pods). Kivi leverages the explicit model checker
SPIN [51]. We model K8s objects into shared global states
and model controllers and events into processes whereby their
non-deterministic interleaving can be searched exhaustively
by SPIN.

Scalability is another daunting challenge in cluster man-
agement systems. A cluster can reach hundreds of nodes and
many thousands of pods leading to the state explosion prob-
lem [45]. Furthermore, autoscalers are common in cluster
management systems, so users would be interested in not only
one but a wide range of cluster topologies. There may be mul-
tiple dimensions for autoscaling (i.e., various types of nodes
and pods), and the possible topologies that need to be verified
can grow exponentially against the cluster size.

To tackle the scalability challenges, we posit a hypothesis:
if a cluster setup can violate an intent, then it can do so at
relatively small scale. Prior work [60, 74] has made a simi-
lar observation in other types of systems. According to this
intuition, we designed an incremental scaling algorithm that
starts to verify a cluster at the smallest non-trivial scale, and
then intelligently increases the scale across multiple scaling
dimensions until either finding a violation or reaching an em-
pirically sufficient scale (ESC) and concluding that – if the
ESC is sufficiently large to make the hypothesis true – then
no violation is possible at any scale. This dramatically im-
proves performance compared to verifying all possible scales,
and produces violations that are more minimal and easier
for users to understand. However, it does not guarantee zero
false negatives; confidence in the no-violation response is
empirical.

In addition, to improve the performance of individual runs
of the model, we have implemented a few optimization mech-
anisms to reduce the verification search space, which enables
our model to scale to sufficiently large problem sizes.

Our implementation of Kivi includes six commonly-used
and representative controllers with logic derived from the
K8s source code. We evaluate Kivi on a test suite of eight
representative cases derived from realistic failures. Our key
findings are:

• Validating the small-scale hypothesis. Although the hypoth-
esis is not radical, it is still necessary to (a) validate it in the
novel domain of cluster management systems, and (b) quan-
tify what scale is enough. Using our collected test cases, we
show experimentally that intent violations do consistently
appear at small scale: the maximum minimum size needed
to produce a violation is only 3 nodes and 6 pods. In 6 of 7
cases, Kivi found violations at even smaller scale than the
original problem report.

• Performance. Our evaluation using realistic failure cases
shows that Kivi verifies most cases within 100 seconds
and all cases within 25 minutes. Without our incremental
scaling algorithm, verification times out (> 10000 sec) even
at moderate scale (≤ 50 nodes).

• Accuracy. Kivi has successfully found the correct violations
for all configuration violation cases and reported no failures
for non-violation cases. We have also performed a compari-
son with real K8s cluster runs and found that Kivi closely
models the real system.

• New issues found. Though we mostly focus on misconfig-
uration issues, Kivi manages to find two new issues in the
implementation of a K8s controller.
This work does not raise any ethical issues. We summarize

our contributions as follows:
1. Though K8s is widely used, there is limited work on con-

troller interaction problems. We shine a light by presenting
categories of failures that are caused by the non-trivial
interactions in K8s, and identifying new properties for
verification in this domain.

2. We present Kivi, the first system for verifying controllers
and their configurations in cluster management systems.
Kivi mostly focuses on finding misconfiguration issues,
but can also find controller logic issues. We implement
an accurate model of selected K8s objects and controllers.
Our model is designed with a set of optimizations that can
be adopted by future verification systems in the domain.
Our evaluation shows that Kivi is scalable and can verify
realistic failure cases.

3. We posit the hypothesis that for properties of interest in
K8s it is sufficient to verify at small scale. Although this
hypothesis is known to be true in some other domains, we
empirically validate and quantify it in the novel domain of
cluster management systems.

2 Modern Cluster Management Systems
Cluster management systems [1, 3, 30, 66] orchestrate the
lifecycles of compute resources by allocating and scaling
resources efficiently to improve application performance and
reliability. They consist of multiple controllers that operate
asynchronously to drive the cluster towards desired goals
through manipulating shared objects. While the concepts are
more general, we describe here the basic objects in K8s. Pods2

2Pods are also called replicas in the K8s deployment configuration. We
use replicas and pods interchangeably in this paper.
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are the smallest deployable unit that each consists of one or
several containers with shared resources. Nodes are virtual
or physical machines that run pods. Workloads define the
lifecycle of a group of pods, including both user configuration
on how they should be scaled, updated, and terminated, and
also the live state such as replica numbers. Deployments is the
most common workload that manages stateless applications.
There are other types of workloads like StatefulSets [34],
DaemonSet [26] and Job [28].

Each controller attempts to drive one or more objects to
their goal states by periodically checking the states via the
logically centralized communication channel API server and
reconciling. Multiple controllers may operate on the same
objects. Though controllers share states via the API server,
there is no agreed-upon notion of a globally desired goal state.
We briefly summarize the goal of the most popular Kubernetes
controllers in Table1.

Controllers Description Target
Objects

Scheduler Places pods to nodes. It filters out
infeasible nodes and selects the best

node based on scheduling preference.

Pods

Descheduler Actively evicts pods when placement
could drift away from the desired state.

Pods

Horizontal Pod
Autoscaler (HPA)

Autoscales pod number based on given
target resource utilization (e.g., CPU

usage) within a specified range.

Workloads

Kubelet Responsible for managing the lifecycle
of pods on each node.

Pods

Workload
Controllers

(WLC)

A set of controllers that each manages a
specific type of workload, e.g.,

deployment controller.

Pods,
Workloads

Node Controller Manages the lifecycle of nodes. Nodes

Cluster
Autoscaler (CA)

Adjusts the number of nodes according
to cluster resource usage.

Nodes

Ingress Controller Load balances outside requests to pods. Requests

Table 1: Most popular Kubernetes controllers.

3 Failure Case Study and Takeaways
We studied community-collected failure cases [2] supple-
mented with failures mentioned in talks at KubeCon (the
main conference for the Kubernetes developers and users)
between 2017-2023, and potential problems mentioned in the
Kubernetes official documentation. While there are various
reasons for failures, including DNS issues [11,18], Linux ker-
nel issues [17,19,23], configuration syntax problems [13,22],
and credential issues [8, 13], we are interested in the fail-
ures that are caused by the non-trivial interactions between
controllers, or between controllers and events. We have col-
lected 16 failure cases related to such non-trivial interactions
and summarized them in Table 2 and an extended Table 6 in
Appendix A.

In §3.1, we summarize the causes of failure into three cat-
egories and describe a few motivating examples. Based on
these failures we identify several important properties to ver-

zone: 1

hostName: 1 hostName: 2

hostName: 3

zone: 2
(a) Case C3

lifecycle: spot,  weight: 4

hostName: 1 hostName: 2 hostName: 4hostName: 3

hostName: 5

lifecycle: on-demand, weight: 5

pod

node

(b) Case C8

Figure 1: Cluster configurations for two failure examples.

ify for cluster management systems in §3.2. We finally discuss
the takeaways for verification tool design in §3.3.

3.1 Why do problems occur?
Non-trivial interactions between components in a single
controller. Even configuring a single controller correctly is
challenging. For example, the scheduler contains 12 pipeline
stages that can be extended with 21 default plugins [25] for a
wide range of strategies. Each plugin contains various configs,
some of which can interact with other plugins. For exam-
ple, users can configure PodTopologySpread(SPTS) plugin
(which aims to evenly spread pods) with an unlimited number
of constraints where each constraint has 8 parameters, 2 of
which are related to another two plugins3. Furthermore, many
important details have not been documented well and users
can easily make mistakes4.

We describe a simple example that shows the non-trivial
interaction between configurations in a single plugin. Be-
fore we dive into details, we define each SPTS constraint as
skew(k)≤a, which means that the difference in the number
of pods in any two groups is ≤ a, where each group is defined
as the set of nodes that have the same value of a given label k.
For example, skew(zone)≤ 1 is satisfied by Fig. 1a: there
are two groups, one defined by the label zone:1 that has 3
pods, and the other defined by zone:2 that has 2 pods, and
hence the difference between the two groups is 1.
Case C3 (Conflict SPTS constraints) [27]. A 3-node cluster
was labeled as shown in Fig. 1a. A 6-pod deployment was
configured with two SPTS constraints: skew(hostName)≤ 1
and skew(zone)≤ 1. The first 5 pods were scheduled suc-
cessfully as shown in the figure. However, the 6th pod failed
to be scheduled because it could not satisfy both constraints.
This issue only manifests under specific topologies. If each
zone is configured with a similar number of nodes, the user
would not encounter this issue.
Non-trivial interactions between controllers. Kubernetes
contains various controllers, each of which has its own goals
while manipulating shared objects. Furthermore, these con-
trollers may be configured by multiple teams with different
goals. The interactions between controllers may affect each

3The configurations define if NodeAffinity and NodeTaints would be
considered when calculating the skewness in topology.

4For example, if multiple SPTS constraints are defined for a pod, the
node’s labels need to match with all constraints to be considered in the
skewness calculation and as a candidate for the pod.
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Case
ID

Description Reasons Min Violation
Scale ⟨|N|, |P|⟩

Reported Scale
⟨|N|, |P|⟩

C1 [21] Pods consumed high CPU during bootstrapping leading HPA to scale up rapidly to max replicas. CE ⟨1,3⟩ ⟨Unknown,150+⟩
C2 [4,6] Not enough replicas because users applied an updated YAML file without defining number of

replicas (1 by default).
MC, CE ⟨1,2⟩ ⟨Unknown,3⟩

C3 [27] Configurations of two SPTS constraints caused the 6th pod to fail to be scheduled. SCC ⟨3,6⟩ ⟨3,6⟩
C4 [15] Scheduler kept assigning pods with high CPU usage to the same node causing a kernel panic and

pod failure loop.
CE ⟨2,5⟩ Unknown

C5 [24] Conflict configurations of scheduler and RemoveDuplicate policy in descheduler. MC ⟨2,4⟩ ⟨5,10⟩
C6 [5] Pods unbalanced after maintenance. Node failures then caused the pod count to drop too low. CE ⟨2,2⟩ ⟨3,3⟩

C7 [16] Conflicting configurations of node taint and pod NodeName caused scheduling and eviction loop MC ⟨1,1⟩ ⟨Unknown,5⟩
C8 [24] Conflicting descheduler and scheduler configurations caused scheduling and eviction loop. MC ⟨3,6⟩ ⟨5,10+⟩

Table 2: Failure cases that are caused by the non-trivial interactions between controllers and events. MC, SCC and CE stand for interactions
between multiple controllers, single controller components, and controllers and events. The last two columns show the minimum scale (where
|N| and |P| are the total number of nodes and pods accordingly) that we find violations, and whether it is smaller than the reported scale.

Property
Categories

Description Related Controller Type Failure Cases

Unexpected
Topology

Objects should be placed in certain patterns according to users’ optimization metrics. E.g.,
requests or pods may need to be evenly spread to improve failure tolerance, or certain

nodes may contain special resources (e.g., GPUs) that should be saved for specific pods.

Scheduler, CA, Ingress
Controller

Safety C6 (C9, C15)

Unexpected
Object

Numbers

The number of objects should fall into a certain range. Too many pods or nodes can
consume excessive resources and too few can affect the reliability of the applications.

Scheduler, Descheduler,
HPA, WLC, CA

Safety C1, C2, C6
(C10)

Unexpected
Object

Lifecycles

The lifecycle of an object includes its creation, execution, and termination after task
completion or failure. An object may go through an unexpected lifecycle, e.g., due to

failure during creation or unexpected eviction.

Scheduler, Descheduler,
Kubelet, WLC, Node

Controller

Safety C3, C4, C7, C8
(C11, C12, C13,

C15)

Oscillation The state of the cluster becomes unstable and changes back and forth in an unending cycle. Any Liveness C4, C5, C7, C8

Table 3: Taxonomy of properties. Failure cases in parentheses are in the Appendix A.

other’s optimization goals or even become conflicts, causing
performance degradation or even pathological behavior.
Case C8 (Conflict between scheduler and descheduler) [24].
A 5-node cluster was labeled with hostName and lifecycle
as shown in Fig. 1b. A 10-pod deployment was configured
to use two scheduling plugins: (1) SPTS with two soft con-
striants skew(hostName)≤1 and skew(lifecycle)≤1; (2)
NodeAffinity(SNA) where the nodes with on-demand for
the label lifecycle are preferred during scheduling than
the nodes with the value spot, with weight of 5 and 4 re-
spectively. The two SPTS constraints in fact conflict with
each other (similar to Case C3) and with the SNA: SPTS is
targeted to spread evenly while SNA prefers the on-demand
nodes. Therefore, the SPTS constraints cannot be satisfied, yet
scheduling was still successful because SPTS were soft con-
straints. However, a descheduler was configured to hold the
SPTS constraints even though they were soft. The non-trivial
interactions between three controllers led to an unending evic-
tion and scheduling cycle: the descheduler evicted pods, the
deployment controller added the pods back to maintain the
desired replicas, and scheduler scheduled pods back.
Non-trivial interactions between controllers and events.
Various events can occur that affect the status of the objects
in a live cluster. For example, environmental events like pod
CPU changes (e.g., due to increased user requests) and node
failures, and operational events like maintenance and new

application deployment. Users may not consider these events
when they configure controllers, and moreover, these events
can happen non-deterministically, resulting in failures that are
hard to predict prior to deployment.
Case C6 (Pod unbalance after maintenance) [5]. Pods initially
were evenly spread across the nodes. A maintenance event
happened that took down a node, resulting in rescheduling of
the affected pods. After the maintenance was completed and
the node came back, however, the pods was not rescheduled
back to the node, resulting in an unbalanced topology and
leaving the cluster with potential vulnerability to failures. A
descheduler should have been used to re-balance the pods.
Case C2 (Exceeded number of pods caused by CPU usage)
[6]. The pods in a deployment consumed high CPU (100%
of requested) at the bootstrapping phase and then dropped
back to normal usage. However, the high CPU usage at the
beginning led the HPA to rapidly scale up the pods until
hitting the maximum number of replicas allowed. After pods
gradually went through the bootstrapping phase, the HPA then
slowly scaled down these extra pods. These extra pods wasted
many resources without serving actual traffic and caused great
confusion for the users.

3.2 Properties to Verify
We observe that each controller interacts with the cluster by
manipulating a small set of well-defined objects and their
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states. For example, the scheduler listens to the creation of
pods and controls the cluster by either changing the topology
(i.e., the placement) of the pods, or affecting the number of
pods and pod lifecycles when it fails to find suitable nodes. To
get good coverage of the properties for how controllers inter-
act with the cluster, we enumerate the most popular controllers
in K8s, and we identify three object states that cover what
these controllers manipulate: object topology, object num-
bers, and object lifecycles. We cross-validate this finding
with the failure cases. We find that 15 of 16 cases are caused
by not meeting the expected goal of one or more of the three
object states, except for one case caused by the unexpected
lifecycle of the controller itself. We summarize four categories
of properties5 to check in Table 3 according to the three object
states. Oscillation is a special type, as it checks if any object
states can be changed back and forth in an unending cycle.
Note that each property category can contain several proper-
ties to verify, as each category can be “parameterized” with
object types (i.e., pods, nodes, requests, workloads). Among
these properties, oscillation is a liveness property while the
rest are safety properties. Oscillation checks for pathological
behaviors, and others check on unintended behavior that does
not match with users’ intent.

3.3 Takeaways
The goal of our case study is to learn the characteristics of the
failures that are caused by the non-trivial interactions between
components in the cluster management systems. Although the
study is not broad enough to serve as a complete quantitative
study for the domain, we believe the cases we collected have
good diversity and are representative in terms of the involved
Kubernetes components, the root causes, and the underlying
properties being violated. These findings can guide us on
what to model in Kivi: we should include events, controllers
and their features (e.g., we should model different plugins in
the scheduler), objects and their attributes (e.g., we should
model the CPU usage of pods), the properties mentioned in
§3.2, and model quantities (both real and integer numbers).

We believe the lessons we learned can also help with other
future verification work in this domain.

4 Kivi System Design
To use Kivi, users provide their cluster configurations and
select the properties that they want to verify from our property
library. Kivi takes users’ input, and either assures that the
desired properties will be preserved or generates minimal
counterexamples. §4.1 describes the workflow of Kivi. A
critical component of Kivi is the model. Kivi implements a
carefully-designed model of Kubernetes controllers, objects,
and events suitable for exhaustive analysis by a model checker.
In order to give this component a deep enough discussion, we
describe it separately in §5.

5These properties are not fully orthogonal. E.g., C8 counts for both oscil-
lation and unexpected object lifecycles. Users can verify either property.

Verifying the cluster management systems raises signifi-
cant performance challenges due to many execution paths,
parameter configurations, and potentially large scale; we de-
scribe how Kivi tackles the problems of performance and
scale with a scaling algorithm in §4.2 and model design and
optimization in §5. We describe the workflow of the main
component that operates the verification procedures in §4.3.

4.1 System Workflow
Figure 2 shows the workflow of Kivi, including the five main
components of its design:

The Parser takes three main elements as inputs: (1) the
object configurations that contain the configurations of nodes
and Kubernetes workloads, e.g., deployment YAML file, (2)
the controller and event configurations that configure the be-
havior of the controllers and event assumption, e.g., the HPA
YAML file, and (3) intent that describe operators’ expected
behavior of the cluster. Parser takes these inputs and parses
them into a uniform format, the Cluster Setup, and sends it to
the Verifier Operator. A Cluster Setup (illustrated in Figure 2)
consists of the object setup that defines the configuration for
each object type (e.g., minimum number of nodes), and the
control setup that includes the configurations for controllers,
events and intent.

The Verifier Operator carries out the actual verification pro-
cedure given the inputs from the Parser. The Verifier Operator
implements a scaling algorithm (introduced in §4.2) that con-
ducts the verification in multiple cycles with incrementally
larger and larger scale. For each cycle, the verifier operator
first decides a Profile, which contains the setup of a particular
scale, a subset of intent, and other verification configurations
for that cycle. It then calls the Model Generator to generate a
verification model, then receives the verification result from
the Model Checker and finally decides if the results are ready
to send to the users or if another cycle is needed. We describe
this workflow in more detail in §4.3.

The Model Generator pre-processes the Profile to complete
any missing elements with default values, discretizes all the
values, and selects a subset of controller and event templates
from the Model Templates that are related to the designated
intent and configurations according to the Profile.

The Model Templates include the model logic with “holes”
that will be filled in with configuration parameters from
the Profile for the controllers and events Kivi supports. We
have implemented these templates manually, where most con-
trollers are modeled based on the Kubernetes source code.
These independent templates enable the modularization of
the verification process. We discuss more details in §5.

The Model Checker performs exhaustive verification for
the generated model. It either assures desired properties
will be preserved, or finds property violations and generates
counterexamples demonstrating violations. We leverage the
explicit-state model checker SPIN [51] in Kivi.
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…
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⑧
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3. Schedule pod 2 to node 2.
4. Kubelet start pod 1 on 
node 1.
…
21. expReplicas is violated!
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Verifier Operator

Profile
(scaled setup, 
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Verification 
results

①

nodes

templates: status, 
labels, resources, …

configs: lowerbound, 
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deps
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requestResources, 
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…
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Object setup

Control setup
noOscillationEviction, 
replicaNumAlwaysMeetExp

descheduler: RemoveDuplicates
…

Cluster Setup

maintenance

Verifier ③

Figure 2: Kivi workflow. It consists of five main components: Parser, Verifier Operator, Model Generator, Model Templates and Model
Checker. It receives the configurations and intent from the users and outputs verification results. A cluster setup consists of the object setup that
defines the configurations for object types and the control setup that includes the configurations for controllers, events and intent.

4.2 Verifying Clusters at Small Scale

4.2.1 Incremental Scaling Algorithm Intuition

On the one hand, verifying cluster management systems has
a daunting scale challenge. Clusters can reach hundreds or
thousands of nodes, and many thousands of pods, bringing
well-known state explosion problems [45]. Moreover, clus-
ters typically run autoscalers and vary in size, so that users
would be interested in not only one but a wide range of the
cluster topologies that are generated from a cluster setup, and
there may be multiple dimensions of scale (i.e., pod size and
node size), so there is a very large number of possible cluster
topologies even for a medium-sized cluster (tens of nodes).

On the other hand, the problem is actually simpler in the
domain of cluster management systems, because much of the
complexity mainly lies in the cluster setup which does not
grow with the size of the cluster. All the cluster topologies are
generated from the cluster setup, where each object is gen-
erated from a template in the setup rather than being crafted
by hand. Because of this, the patterns and properties demon-
strated in a subset of the topologies are often representative
for all the topologies.

This leads to a key hypothesis, similar to observations in
other domains [60, 74]: we posit that if a cluster setup can
violate an intent, then it can do so at relatively small scale.
This means that it will be sufficient to verify the cluster at
small scale. If we cannot find a failure at small scale, we can
conclude that, with high confidence, there are no violations at
any scale.

Of course, it is possible to invent cluster setups that do
not satisfy the hypothesis. The question is whether it is valid
empirically – and if so, what scale is typically enough to en-
sure finding a violation? To answer that question, we evaluated
the failure cases shown in Table 2. We use our verification
workflow to explore all the cluster topologies to find the mini-
mum scale in which the problems occur for each case, in the
“Min Violation Scale” column. All cases show a violation at

relatively small scale, with the maximum minimum violation
scale being 3 nodes and 6 pods. (We discuss the study in
detail in §6.1.)

4.2.2 Incremental Scaling Algorithm
The above intuition leads to our scaling algorithm: start at
small scale, and gradually increase the size until we find viola-
tions or reach a empirically sufficient scale (ESC), i.e., a scale
at which we have high confidence that the violation should
have been found if there is one. In addition to performance,
smaller counterexamples will generally be easier for users to
understand.

We describe the algorithm first assuming we are given the
ESC, in the form ESC = ⟨nesc,θesc⟩, where nesc is an integer
number of nodes and θesc is a ratio of number pods to number
of nodes, representing the scale that is considered empirically
sufficient.

One complication is that there may be multiple node or pod
types that are treated differently by controller configurations
(e.g., one node type could be a set of nodes with the same
available resources). Given that, do we need to explore all the
combinations of the scale dimensions? We observe in practice
that violations can appear or disappear depending on the exact
scale values in each dimension (§6.1). We therefore check
all combinations of node and pod scale dimensions, up to the
ESC limits, to avoid compromising confidence. As we will
see, Kivi is still sufficiently fast.

Our scaling algorithm is shown in Algorithm 1. For each
node type i, it explores its scale from nmin

i to nmax
i , where by

default nmin
i = 0 and nmax

i = nesc for all i. For each pod type
i, it explores its scale from pmin

i to pmax
i , where by default

pmin
i = 0 and pmax

i = θesc ·n where n is the number of nodes
in the topology being tested.

This description omits a few details. We allow the user to
configure minimum and maximum node and pod scales if
desired. We skip any scale that results in trivial failure cases,
meaning if the total node or pod size is 0 or generates non-
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Algorithm 1 incremental scaling algorithm
1: procedure SCALING
2: α = number of node types
3: φ = number of pod types
4: for (n1, . . . ,nα) ∈ sort(Πα

i=1{nmin
i , . . . ,nmax

i }) do
5: n = ∑

α
1 ni

6: for (p1, . . . , pφ) ∈ sort(Πφ

j=1{pmin
j , . . . ,θesc ·n}) do

7: t = topology of n1, . . . ,nα nodes and p1, . . . , pφ pods
8: if not trivalCase(t) then
9: verifier(t) ▷ verify the topology

interesting failures (i.e., an excessive number of pods6 cannot
be scheduled onto the nodes). A complete description is in
Appendix B.

To illustrate the scaling algorithm with a tiny example, sup-
pose there are two types of nodes both with nmin = 0 and
nmax = 1 and one type of pod with θesc = 2. The incremen-
tal scaling algorithm then explores topologies of the form
⟨|N1|, |N2|, |P1|⟩ in the following order, where |N1| and |N2|
are the number of nodes of type 1 and type 2 respectively, and
P1 is the number of pods of type 1: ⟨1,0,1⟩, ⟨0,1,1⟩, ⟨1,0,2⟩,
⟨0,1,2⟩, ⟨1,1,1⟩, ⟨1,1,2⟩, ⟨1,1,3⟩, ⟨1,1,4⟩. Each scale will
be verified in one cycle by the verifier operator (discussed in
§4.3).

4.2.3 Determining ESC
To determine ESC = ⟨nesc,θesc⟩, Kivi leverages a library of
known failure cases (in our experiments, those in Table 2) to
empirically find at which minimum scale the failures have
been found for all the cases.

We run Algorithm 1 with small changes to find the mini-
mum violation scale for each failure case: 1) we set nmax

i and
pmax

i to infinity to allow the algorithm to explore all possible
scale; 2) we stop the algorithm after finding the first violation,
which determines the minimum violation scale.

We then find the maximum, across all failure cases, of
the total number of nodes (summed across all node types)
among all minimum violation scales and define it as the ESC
for nodes (nesc). Because the number of pods that a cluster
can host generally scales with the number of nodes (due to
resource limits), we define the ESC for the pods (θesc) as
the ratio of the total number of pods (summed across all pod
types) to the number of nodes. We calculate this ratio as
the maximum value of the ratios among all the minimum
violation scale mentioned above. (Note that although these
values are sums across types, when we use the ESC limits in
Algorithm 1 we will test each individual type ranging up to
the maximum, to be conservative.) We double both nesc and
θesc to provide more confidence.

Taking the failure cases in Table 2 as an example, we can
find nesc = 3 ·2= 6 and θesc = 3 ·2= 6 (after doubling), where
nesc is from C8 and C3, and θesc is from C1 and C4. Users can

6The user can provide us an upper bound of the ratio of pods to nodes
numbers in their cluster, or we can approximate it from the resource requests
of pods and available resources of nodes.

also leverage their cluster failure history and execute Kivi’s
verification workflow without setting the bounds of the scaling
algorithm to find the minimum violation scale for their failure
cases and empirically customize the ESC.

While the intuition that failures appear at small sizes (if
they appear at all) works for our collected failure cases, it may
not be applicable to some other properties, like the failures
related to proportions or absolute values7. If desired, rather
than using ESC as a limit, users can use Kivi to check on
a specific scale in a live cluster (by providing the cluster
logs), a range of scale of interests, or even the entire scale-
spaces. However, checking the entire scale-space may require
significant time.

4.3 Workflow of Verifier Operator
Consider again Figure 2. The incremental scaling algorithm
( 2 ) takes in the cluster setup ( 1 ) and generates an array of
scaled setups each of which is a setup for a particular scale,
sorted from smallest to largest. The verifier ( 3 ) takes each
scaled setup in order and generates a profile with the setup and
other verification parameters. The parameters include options
set by the users, e.g., stop at the first violation or find all,
whether to enable randomness in search (optimization options
in §5.2), or other internal parameters like the queue size for
the controllers (§5.1) or verifying for a subset of intent at a
time if applicable. The profile is sent to the model generator
( 4 ) to generate the SPIN model ( 5 , see §5.1). Then the
model checker is triggered to compile and verify the model
( 6 ) and sends the result back to the operator ( 7 ).

If a violation is found, the verifier can generate the coun-
terexample by analyzing the error trace produced by SPIN,
and present the result to the user ( 8 ). Or it can continue
to find more violations if the user has chosen the “find all”
option. If no violation is found, the operator picks the next
profile (e.g., larger queue size or another subset of intent if
applicable, or the next scaled setup) and repeats 3 - 7 again.

5 Model
In this section, we first discuss the overview of our model in
§5.1. We then discuss a few optimization mechanisms to help
improve run time performance in §5.2. We summarize the
implementation details in §5.3.

5.1 Modeling Overview
It is challenging to effectively verify Kubernetes, as it has
a complex and large implementation. Our main goal is to
verify the interactions between control components as well
as with events, rather than implementation details (i.e., error
handling, data structures, APIs). Thus, instead of verifying
source code, our model focuses on the high-level logic of

7For example, a slowly progressed problem where if one node goes down
in a 3-node cluster, it is 1

3 of the nodes and is noticed immediately, while for
50 nodes, one node failure becomes 1

50 ; or absolute value problems like an
application can only go down if there are too many requests at the same time.
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Figure 3: Kivi model structure.

the control components and captures the essential logic that
affects the shared global states (i.e., the status of pods, nodes).

Kivi leverages the explicit state model checker SPIN [51].
We choose SPIN because it can help to effectively verify the
interactions mentioned above, as SPIN targets the efficient
verification of concurrent and asynchronous distributed soft-
ware. SPIN provides a high-level language PROMELA to
specify system behavior as non-deterministic automata. Each
asynchronous process is modeled as a proctype process in
PROMELA, and SPIN will exhaustively explore all possible
interleavings between these processes through a depth-first
search (DFS) of a state graph that is constructed from the
supplied PROMELA model.

There are three main parts to model for Kubernetes: (1)
the controllers, (2) the objects, including pods, nodes and
workload, and (3) the events, including environmental events
like CPU change and operational events like maintenance.

As introduced in §2, the API server provides a central place
for controllers to query and manipulate the state of the objects.
Our model is structured in a similar way as shown in Fig-
ure 3: we model controllers and events using the proctype
in PROMELA, and model objects using global system state
that is shared across all the proctypes. The design differs
from Kubernetes’s API-style interaction slightly – instead of
listening to the updates from the API server, the controllers
trigger each other. This avoids having a centralized procedure
that needs to update its state after each control loop, which
can unnecessarily add search depth and affect verification
optimization like partial order reduction.

Modeling the objects. We model each kind of object using
an array of customized typedef in the global states. Each
object contains a set of attributes that are related to the system
behaviors of interest. To detect issues that occur while state
transitions are in progress, we model the intermediate states
of the objects (e.g., pending and terminating states for pods).
For example, as bringing up pods takes time, the scheduler
can only change the state of the pod to pending, and other
controllers may take action in the pod pending phase. Listing 1
shows a code snippet of a node definition.

1 typedef nodeType{
2 short status;
3 short cpuLeft;
4 short numPod;
5 ...
6 }
7 nodeType nodes[SIZE];
8 ...

Listing 1: Defining nodes.

1 byte sQueue[MAX_SCHED_QUEUE];
2 short sTail , sIndex;
3 proctype scheduler() {
4 atomic{
5 do
6 :: (sTail != sIndex) ->
7 // control loop logic
8 od;
9 }

10 }

Listing 2: Defining scheduler.

Modeling the controllers and events. We model each con-
troller in an event-driven loop. The queue is in the global
system states that can be enqueued by other controllers and
events when a control loop should be triggered. For example,
when the deployment controller adds a new pod, it enqueues
the pod into the scheduler’s event queue, and a scheduling
loop will be triggered. Listing 2 shows a code snippet for
the scheduler. We model events in proctype, the same as
controllers, so that SPIN can exhaustively explore the inter-
leavings of the events and controllers non-deterministically.

Modeling the properties. We implement the properties in-
troduced in §3.2. For the safety properties, Some (e.g., un-
expected object lifecycles) are implemented as assert in-
serted into controllers, e.g., when there is no feasible node for
scheduling. Some (e.g., unexpected object numbers and topol-
ogy) involve temporal logic, e.g., after deployment is stable
the pod number should always be more than expected. These
properties are implemented as proctypes. Each proctype is
implemented as a “monitor” process that runs independently
and keeps its own states that track changes in the global states
and use assertions to catch violations. These proctypes can
be explored by SPIN before and after each step.

For the oscillation (liveness) property, we find that the de-
fault way in SPIN is often slow, because it only considers a
loop as when all the global variables appear the same repeat-
edly, which is unnecessarily strict. We instead only check if
the loop has appeared in key relevant variables. However, as
we are not checking full system state, it is possible that this
subset of state could recur without causing permanent oscilla-
tion since other parts of the system state may evolve. Thus,
to weed out most such false positives, we look for multiple
occurrences. For example, when checking on the eviction and
scheduling cycle, we check if an eviction flag and a deploy
flag for a deployment appear in turns 3 times in a row. One
can increase this number to gain confidence. Here we believe
it is worth alerting users if events repeat 3 times, even if the
loop is not infinite.
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Modeling time. Time is an important variable in Kubernetes.
For example, HPA runs periodically (every 15 seconds by de-
fault), and CPU usage of a pod changes after the initialization
phase of a certain time. Modeling time can help avoid generat-
ing non-interesting counterexamples (i.e., failures caused by
HPA reacting too fast), and further help to avoid unnecessary
interleavings between proctype to improve runtime perfor-
mance. SPIN does not provide a built-in notion of time. We
model time as a variable T in the global system state. Each
proctype i has its own local time variable τi representing the
last time of execution, and it can only execute its next control
loop or event logic when τi + δi ≤ T , where δi denotes the
time interval between control loops or events. T is updated
accordingly after each execution of an event or a control loop.

Modeling quantitative values. Many controllers use integers
or real numbers, e.g., when calculating the average CPU usage
in HPA and calculating scores in the scheduler. There are also
strings like labels on nodes. SPIN can model integers yet not
real numbers or strings. We pre-process and discretize any
string into integers. For real numbers, we observe that they
mostly appear either in configurations with two decimals (e.g.,
average CPU utilization threshold in HPA) or in division. We
hence convert each real number r into ⌊r ·100⌋. For division,
luckily, the final results of most calculations are integers (e.g.,
replica numbers proposed by HPA).

5.2 Optimization
SPIN implements DFS to search for violations. It stores the
visited state spaces to implement strategies (e.g., partial order
reduction) to reduce its search space. We summarize three
major aspects that can affect the run time: (1) the size of
the global states, where large global states can cause huge
memory usage during search and lead to potential out-of-
memory and memory swapping; (2) concurrency, where if
there are too many processes that can be chosen from for each
search step, the search spaces can be huge; (3) search depth,
where large search depth can lead to a lot more search spaces.

We discuss a few heuristic mechanisms in our design to
improve run time performance according to the three aspects.

Clearly defining small sets of mutating global variables.
To reduce the state size, we carefully pick the attributes that
are related to the properties of interest. We divide these global
states into two sections for performance8: a stable section that
will not be changed at runtime and is not tracked by SPIN,
like pod templates, node labels and names, HPA specification;
and a mutating section that keeps changes and is tracked by
SPIN, including status, resource usage, pod locations, etc.

Reducing concurrency. Some controllers are deployed as
one instance per object, e.g., each node has a Kubelet con-
troller, and each deployment has its own HPA instance if
enabled. The size of the concurrent controller instances can

8SPIN stores tracked global states in its search stack. Unnecessarily
storing and mutating these states can result in increased memory and time.

increase relative to the number of objects and the search space
can explode exponentially. Instead, we model these multiple
instances of a controller as a single process. In most cases, it
is safe to model in this way, as each instance operates on its
own object (e.g., configurations are defined per deployment).
In addition, we model each control loop into an atomic block
to avoid interleaving between other controllers in the middle
of its execution with the observation that the execution time
of one control loop is negligible. We still can check on the
interleaving between multiple control loops.
Reducing search steps. While some controllers (e.g., sched-
uler) are implemented with queuing designs and some are
not (e.g., HPA runs periodically), we modeled all of them
using an event-driven schema to avoid unnecessary search
when controllers are not involved, e.g., HPA would not be
triggered until there are resource changes. We also reduce the
execution of back-to-back control loops or events into a single
event, e.g., if multiple pods change their CPU back-to-back,
we change all of them at the same time. Another example is
how we check oscillation property as discussed in §5.1.
More options. SPIN provides additional options to improve
its runtime, e.g., partial order reduction enabled by default,
searching up to a bounded depth and time, state compression
(e.g. leveraging bloom filter), and searching with random
seeds. Users can turn on these options through Kivi.

5.3 Implementation
Though our modeling mechanisms are rather general, due
to limited time, we focus on implementing a selected set
of controllers (and their features) and objects (and their at-
tributes) that are most common and representative in terms
of the failure types they are involved in (e.g., need to be able
to represent how we verify for each property category) and
the required verification techniques (e.g., choosing HPA that
require modeling time and real values). We carefully pick five
built-in controllers and one add-on controller (the desched-
uler)9. For each controller, we understand all the details of
the source code and only model the most essential details
needed to accurately capture how the controller manipulates
the shared objects and interacts with the cluster. We now
do not model when controllers themselves encounter issues.
For example, we omitted error handling, retries, and handler
registration. Some controllers (e.g., Kubelet) have too many
low-level details (e.g., manage the pod image) that are un-
related to the properties of interest while their higher-level
functionalities are simple, so we model them according to
their documentation [32, 33]. We also implement a few com-
mon events that may result in interesting failure cases. Table 4
shows the controllers and events that we have modeled. We
currently implement 7 properties spanning all four categories
in §3.2 that focus on the objects of pods and deployments,
such as checkBalanceNode(k) which ensures the pods in a

9We focus on Kubernetes v1.26.0 and Descheduler v0.27.1. Our code is
publicly available on Github [38].
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Controllers Features/Plugins Beyond Basic Framework Source code? Source code
LoC

Model
LoC

Deployment/Replicaset Controller ReCreate, RollingUpdates ● 781 199

Scheduler
NodeName, NodeAffinity, TaintToleration, NodeResourcesFit
PodTopologySpread ● 3826 783

Descheduler RemovePodsViolatingTopologySpread, RemoveDuplicates ● 1306 471

HPA Metric type Utilization and Values ● 1157 222

Kubelet N/A 2108 90

Node Controller Taint Manager 435 86

Events Description LoC

CPU Change/CPU Pattern Change The CPU usage of the pods can change randomly or in a pre-defined pattern. 86

Kernel panic High resource usage can cause kernel panic and node become unhealthy. 25

Node Failure Node can fail non-deterministically. 6

Apply/Create Deployment Users deploy their deployment configured in YAML files. 126

Scale Deployment Users scale up their deployment on the fly. 11

Maintenance
Users put down the nodes for maintenance and put them back when updates
are done. 37

Table 4: Kivi implementation of controllers and events. We have implemented a subset of features or plugins beyond the basic framework for
each controller. We label whether we derived the model from the source code (or from documentation otherwise). We calculate the lines of
code (LoC) for both the controller source code and our model, which includes log printing and excludes blank lines and comments. For our
model, all the code shares a utility library of 311 LoC which is not included in the table. For the controller source code, we approximately
include the main framework and the features that we modeled. In particular, for Kubelet, we only count the Kubelet main file; the actual
Kubelet implementation is much more complicated as it handles lower-level Linux details like network, volumes, journal, and more – which is
one reason that our model is simplified.

deployment are balanced across nodes with skew of no more
than k, checkExpReplicas(k) which checks if the number
of pods is ≥ k. Modeling other objects (i.e., nodes and traffic)
could leverage the same framework in future work.

6 Evaluation
We seek to answer four main questions in our evaluation:
(1) Can we use realistic failures to validate our intuition and
scaling approach in §4.2? (2) What is the performance and
scalability of Kivi? (3) How accurate is Kivi? (4) Can Kivi
find new problems in Kubernetes controllers?

To answer these questions, we evaluate Kivi on a test suite
with the 8 realistic failure cases as shown in Table 2. These
cases are representative in terms of the involved controllers
(and their features) and events, the properties (covering all
four summarized in §3.2), and the type of failure reasons
(covering all three as summarized in §3.1).

To be able to evaluate the performance of our system, we
need to generate test suites of various sizes. All these 8 failure
cases are either discussed using a fixed size of cluster or are
vague on details of their configurations. We fill in reasonable
details to make each example complete and parameterized
to scale up while preserving its failure pattern. To affirm our
understanding of each case, we have reproduced all these
cases in a Kubernetes cluster.

To be able to evaluate Kivi under situations both with and
without property violations, we further extend our test suite
by generating non-violation configurations for each failure
case. We make small changes to the configurations to keep
the main skeleton the same while avoiding failures.

We perform all experiments on a 2021 Macbook Pro with
an M1 Max processor and 64GB RAM and reproduction on
VM having 8 CPU cores of Intel(R) Xeon(R) CPU E5-2630L
0 @ 2.00GHz and 8GB RAM.

Failure Case Reproduction. We leverage Kind [29] to build
a cluster with adjustable size (i.e., 1 master and 1-3 workers)
on a local machine. We successfully reproduced 7 of the 8
cases, but skipped C4 as it involves kernel panic that is hard
to emulate. We used reproduction to further affirm our scaling
observation (§6.1) and evaluate Kivi’s accuracy (§6.3). The
reproduction code is available on Github [37].

6.1 Empirical Study
In §4.2.2, we introduced the methodology to find the em-
pirically sufficient scale (ESC) for the incremental scaling
algorithm. Here, we empirically find the ESC for the collected
failure cases in Table 2, and discuss how our study affirms
our intuition of §4.2.1.

We run the verification workflow with the scaling algorithm
without bounding it by the ESC: we explore any combination
of sizes that do not have trivial failures (explained in §4.2.2).
The last two columns in Table 2 show the minimum violation
scale and whether such scale is smaller than the scale in the
original failure reports. Our results show that intent violations
consistently appear at relatively small scale: the maximum
(across our test cases) of the minimum scale needed to demon-
strate a violation is only 3 nodes and 6 pods. Indeed, in 6 of
7 test cases, Kivi found violations at even smaller scale than
the scale in the original report, and we confirmed these by
running the configurations in a real Kubernetes cluster. This
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(e). Case C6, all nodes

(a). Case C8, |P|= 10 (b). Case C8, |P| = 11 (c). Case C8,  |P| = 40

(d). Case C8, all nodes

Figure 4: Heatmap of the verification results at various scale. (e) shows the result for Case C6 that scales against nodes and pods. (a)-(d)
shows the result for Case C8. C8 contains two types of nodes and we test on all the combinations of |N1|, |N2|, and |P| until reaching the scale
of trivial failures. (a)-(c) each shows a heatmap against |N1| and |N2| with varying |P|. (d) shows the result against |N| and |P|, where if we find
a violation in any (|N1|, |N2|), we count |N1|+ |N2| as a violation point.
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Figure 7: Internal test on the model per-
formance: non-violation cases range from
|N| = 3 to |N| = 100. Each data point is a
single run of SPIN at a specific size.

also demonstrates Kivi’s ability to minimize counterexample
sizes to simplify debugging. Based on this result, doubling
to provide additional confidence, we set nesc = 3 ·2 = 6 (ex-
tracted from C3 and C8) and θesc = 3 · 2 = 6 (from C1 and
C4) for our evaluation.

To further understand how failures appear, we sweep a
range of combinations of node and pod sizes for two repre-
sentative cases with diverse patterns in Figure 4. Each cell
in the heatmaps is colored based on the result at that scale:
violation, non-violation, or trivial failure. |Ni| denotes the
number of nodes of type i and |Pi| denotes the number of pods
of type i. |N| and |P| denote the total number of nodes and
pods, respectively. From these graphs, we make a few ob-
servations: (1) Violations consistently appear for sufficiently
large |N| and |P|, again affirming that we can use small scale
to find violations that would appear large scale. (2) The exact
combinations of the |Ni| and |P| dimensions matter. There are
many different patterns – generally more violations at larger
scale, some clear relationships between |N| and |P|, but also
complex patterns can emerge. This justifies the choice in our
incremental scaling algorithm to explore all combinations up
to the ESC.

6.2 What is the Performance of Kivi?
Figure 5 shows the performance for Kivi under both violations
and non-violations for the test suite. The result shows that Kivi
verifies most cases within 100 seconds and all cases within
25 minutes. Some non-violation cases take longer, as the run

time is proportional to the number of scaled setups that need
to be tested: if a case contains various sizes of objects (i.e.
C8 and C3 contain 1764 scaled setups) or is being tested for
non-violation where the verification needs to explore all scale,
it can take longer. Figure 6 shows the performance without the
incremental scaling algorithm for three representative cases:
the verification times out (> 10000 sec) even at moderate
scale (≤ 50 nodes).

To provide a sense of the performance of the underlying
model itself, we do an internal measurement on the non-
violation version of the test suite at a few specific scale rang-
ing from |N|= 3 to |N|= 100, where 100 is a large enough
scale for most clusters. Figure 7 shows our model performs
well even at large scale. Note, however, this shows perfor-
mance for a single run of SPIN (a single topology) at each
scale, rather than checking a whole range of combinations of
scale parameters which we require for high coverage.

6.3 Is Kivi accurate?
We evaluate Kivi on both violation or non-violation versions
of the test suite. Kivi successfully found the correct violation
for all the violation cases, while reporting no failures for all
the non-violation cases.

To further evaluate the accuracy of our model in terms of
controller interactions, we compare the counterexamples Kivi
generated against the real Kubernetes event logs and see if the
order of actions (i.e., a control action, an event) matches with
each other. We convert each action in the related reproduc-
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tion logs and verification counterexamples into a canonical
representation. We skip the actions that we don’t model, like
pulling an image, HPA failure due to unavailable metric server
at bootstrapping phase. We calculate the matching rate as the
number of matched reproduction actions plus the number of
matched verifier actions divided by the total number of both
actions. Table 5 shows the results.

Non-deterministic cases Deterministic cases

Case ID C1 C2 C6 C3, C5, C7, C8

Matching rate 81.6% 97.8% 100% 100%

Table 5: Actions matching rates.

Among all the cases, the cases with only deterministic
events (C3, C5, C7 and C8) match 100%. The other cases
contain non-deterministic events: C1 involves CPU changes,
C2 and C6 involve operational events. Among them, matching
rates of C2 and C6 are near or at 100%10 as the operational
events happen at slower speeds and don’t interact much with
the controllers. For C1, 43.8% of the mismatches are due
to extra CPU change events in the reproduction logs. The
rest are due to an inaccuracy in HPA modeling, where we do
not model stabilization windows when the HPA controller
is scaling down, causing the verification logs to scale down
faster than the reproduction, though the final stable number
is the same. Note that for non-deterministic cases in general,
the accuracy as evaluated here is pessimistic because Kivi’s
reported event sequence could be entirely valid but not the
one that happened to occur in our runs of Kubernetes.

These results show good accuracy of Kivi in verifying
realistic issues and modeling the interactions of controllers.

6.4 New Issues Found
Though we mostly focus on misconfiguration issues, we used
Kivi to find two new issues in the implementation of the
Kubernetes descheduler. We identified these failures in the
process of running Kivi on failure scenarios C5 and C8. Al-
though those failure scenarios are known, the discussions [24]
had focused on configuration work-arounds and had not un-
covered the root causes in the controllers.
RemoveTopologySpreadConstraint does not consider all
constraints together and can mistakenly evict pods. When
there are multiple PodTopologySpread constraints, the
RemoveTopologySpreadConstraint plugin decides which
pods to evict per constraint instead of solving all the con-
straints together. This results in a sub-optimal decision to evict
more pods. C8 is a failure caused by this issue. If implemented
correctly, RemoveTopologySpreadConstraint should have
known that the two constraints in C8 cannot both be satisfied
and hence decided not to evict any pods.

10C2 has one event mismatched because the verifier deleted a pod in a
different node than reproduction logs, though the two nodes are symmetric.

RemoveDuplicates does not respect node resources and
can mistakenly evict pods. When the RemoveDuplicates
plugin decides which pods to evict, it first collects the avail-
able nodes that can serve the duplicated pods. If there are
fewer available nodes, fewer pods are evicted. However, this
plugin fails to consider the available resources and mistakenly
counts the occupied nodes as available, resulting in more pods
being evicted than desired. C5 is a failure caused by this issue.
If the RemoveDuplicates had considered node resources, no
pods would be evicted.

We have submitted both issues to the Descheduler project
on Github [36, 39].

7 Discussion and Future work
Limitation in accuracy. We have made several approxima-
tions that can potentially affect the accuracy of Kivi.
From Kubernetes code to model. As shown in Table 4, our
model uses fewer LoC than the original Kubernetes code.
While this makes verification tractable, it comes at the cost
of potential deviations from the code (§5.2 and §5.3 discuss
some, and we enumerate more in Appendix C). With more
engineering effort, our model can be brought closer to real
implementations. To implement the model of a new controller,
depending on programmer familiarity of the controller, one
would need to read the documentation or the controller source
code, decide which parts are essential to model and simplify
the workflow if possible.

However, there are always gaps that are a fundamental
result of verifying a model rather than code. Ultimately, verifi-
cation of a model (as in Kivi) is complementary to testing the
real implementation: while testing avoids the need to model
and its inevitable imperfections, verification can provide much
higher coverage of all possible scenarios.
Incremental scaling algorithm. Kivi may miss some failures
that only manifest at large scale as discussed in §4.2.2. One
can run Kivi at a specific large scale to find these issues,
though there may be a performance penalty.
Limitation in the failure dataset. Our failure cases may
not be large enough to serve as a complete quantitative study
and to demonstrate that Kivi can empirically extract the ESC
for arbitrary clusters. Although there is plentiful open source
code available online, we need real K8s configurations which
are much less frequently released. Besides searching online,
we have talked with dozens of operators, and they confirmed
the types of failures we discussed are big concerns, yet due
to security concerns or limited operational practices (i.e., no
postmortem reports), they cannot share more details. Hope-
fully people can start to see the needs of open-sourcing their
configs, and future work can leverage a larger dataset.
Limitation in scalability and future work. While Kivi’s
scaling algorithm performs well on our test setups, Kivi may
not scale to clusters with a large degree of node and deploy-
ment type diversity, where the number of scaled setups to
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verify can grow exponentially with the types. However, we
have found that empirically we need to verify only a small
number of types. For the nodes, it is recommended that a
cluster should minimize the number of node groups (i.e., set
of nodes that share the same properties) to ensure the cluster
autoscaler can perform well on large clusters [31]. For the
deployment, we find that most failures happened for a single
deployment (i.e., most configurations are defined per deploy-
ment) and hence verifying one deployment at a time while
removing the resources taken by others is often enough.

If users are still interested in operating more types of nodes
or interested in the interactions between deployments, we also
propose a few optimizations to explore as future work:
(1) Divide and conquer. For multiple deployments, we can
still verify one deployment at a time, and abstract the impact
of other deployments together into a small set of arbitrary
“external” events (e.g., CPU changes on shared nodes).
(2) Partial order reduction on symmetric objects. Additional
partial order reduction mechanisms can be explored to reduce
the search branches that explore the symmetric objects.
(3) Multi-core. One can leverage multi-core computation to
parallelize the verification for various scale.
(4) Faster ramp up in scaling algorithm. Instead of increasing
the size by 1 at a time, we could add it by 2 or even multiply it
by 2. As shown in the heatmap in Fig. 4, increasing the speed
can still potentially catch the failure with high confidence.

8 Related Work
Verification for cluster management systems. Sun et al.
[65] present Anvil, a framework for developing controller
implementations and verifying if the controller correctly im-
plements the property of eventual stable reconciliation (ESR).
Our work complements their work in several ways: 1) while
Anvil verifies single controller implementation logic at the
executable level, Kivi addresses issues arising from the com-
plex interactions among multiple controllers at the model
level, and it can detect misconfiguration issues across various
cluster topologies; 2) while Anvil focuses on the ESR prop-
erty, Kivi checks on sets of commonly overlooked properties
related to unintended or pathological behaviors.

A couple of other works have applied formal methods to
the domain of cluster management systems. Turin et al. [68]
demonstrate a Kubernetes formal model yet it is based on
much simplified assumptions of controllers and does not test
it for verification. Liu et al. [56] presents a proof-of-concept
verification approach yet it models a couple of selected failure
scenarios rather than a comprehensive implementation of con-
trollers. Flux [46] applies verification to serverless yet focuses
on idempotence properties from the application perspective.
Compared to these works, Kivi is a more comprehensive ver-
ification system based on a novel set of properties derived
from real Kubernetes issues.

Verification for systems. Verification has been successfully
applied to many distributed systems (e.g., [42, 43, 49, 50, 61,

62, 67, 69, 72, 77, 79]) as well as in networking (e.g., [40,
41, 53, 73, 76]). While cluster management systems are also
a distributed system, existing work is insufficient to verify
them. First, many works focus on verifying specific protocols
(e.g., Paxos, BGP) instead of dynamic closed-loop controllers.
Second, many works rely on theorem proving, which involves
a great deal of human effort and can be hard to apply to
this domain with ever-evolving large-scale implementations.
Third, the properties for this domain (§3.2) are quite different
from what these works focus on (e.g., crash-safety, integer
overflow, network reachability). However, Kivi shares some of
the underlying technologies with distributed verification work
such as the use of model checking techniques [48, 52, 54, 71].
Cluster management reliability. Several works seek to im-
prove the reliability of cluster management systems [47, 55,
64, 70]. Sieve [64] presents testing tools for state reconcilia-
tion issues in customized Kubernetes controllers. Häyhä [55]
presents a tool to detect intra-update sniping vulnerabilities
using dataflow graph analysis. Kivi targets different issues
and is complementary to these works in improving various
perspectives of the cluster management systems.

9 Conclusion
We present Kivi, the first system for verifying cluster manage-
ment system controllers and configurations. Kivi empirically
demonstrates the insight that failures that happen at large
scale can manifest at small scale and leverages it to tackle the
scalability challenge. Kivi has shown good performance and
accuracy in verifying realistic failure and showcases two new
issues in Kubernetes controller.
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A More failure cases

We list more failure cases in the extended Table 6.
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Case
ID

Description Properties Reasons

C9 [9] Pods are being scheduled into the same node due to the image locality plugins outweighs all
other scoring plugins

Unexpected Topology Non-trivial interactions
between components in

a single controller

C10 [9] Network issues caused some pods to become unreachable (yet still healthy) and in turn their
average CPU usage had dropped, causing the HPA to scale down pods and further reduce the

capacity.

Unexpected Object
Numbers

Non-trivial interactions
between controllers and

events

C11 [7] Nodes that were supposed to only host the App pods failed to set the right taint, causing new
Daemonset pods to run on every node while App pods failed to be scheduled.

Unexpected Object
Lifecycles

Non-trivial interactions
between components in

a single controller

C12 [10] The priorities of the pods in the production cluster were not set correctly and the deployment of
a new cluster with higher priority triggered a cascading failure to preempt all the production

pods.

Unexpected Object
Lifecycles

Non-trivial interactions
between controllers and

events

C13 [12] The ingress controller kept sending traffic to the pods that are pending deletion by the
deployment controller.

Unexpected Object
Lifecycles

Non-trivial interactions
between controllers

C14 [9] The scheduler scheduled more pods on one node over the other, while the ingress controller
scheduled the traffic randomly. This caused more traffic imbalance across nodes.

Unexpected Topology Non-trivial interactions
between controllers

C15 [7] One availability zone (AZ) had poor node availability, causing the node autoscaler to scale up
nodes in another AZ. Later the nodes came back, causing the autoscaler to scale down the

newly created nodes and pods failed to be scheduled due to bounded volumes to deleted nodes.

Unexpected Object
Lifecycles

Non-trivial interactions
between controllers and

events

C16 [14] When a system component became unavailable, the logging components all woke up and
cumulatively consumed high resources, causing the nodes to report unhealthy, at which time the

scheduler moved the workload to the healthy node. The previous unhealthy nodes became
healthy as the workload was moved while the previous healthy node became unhealthy, and the

cycle perpetuated.

Oscillation /
Unexpected Object
Lifecycle (object is

the controller)

Non-trivial interactions
between controllers and

events

Table 6: Extended Failure Cases.

B Incremental Scaling algorithm

B.1 Terminology
We define a cluster setup C = ⟨CS,OT ⟩ as the configuration
for the cluster. The control setup CS includes the configu-
rations for controllers, event assumptions, and users’ intent.
The object setup OT defines the configuration for types of
objects, where OT = ⟨NT,DT ⟩,11 with NT denotes the set of
node types and DT denotes the set of deployment types. Each
node type NTi = ⟨template,con f ig⟩ consists of a template of
object attributes (e.g., status, labels) and configs that define
the lower bound ol

i and upper bound ou
i for replica ranges of

object type oi. DT is similar to NT yet their templates contain
different sets of attributes (e.g., resource requests, scheduling
configs). Figure 2 illustrates a graphic example of cluster
setup. Kivi derives the cluster setup from users’ inputs.

At run time, each cluster setup C can generate a set
of cluster topologies TC with different numbers of repli-
cas for each type. We define a cluster topology t ∈ TC as
t = ⟨N,P⟩. N is the set of nodes N = N1 ∪N2 ∪ ·· · , where
Ni denotes the set of nodes of type i. P is the set of pods
P = P1 ∪P2 ∪·· · , where Pi denotes the set of pods generated
from the deployment of type i. The scale of a topology t can
be defined as a vector of the sizes for all types of objects

11It can also include other workloads like StatefulSet, Job. We only discuss
the Deployment for simplicity.

st = ⟨|N1|, |N2|, · · · , |Nα|, |P1|, |P2|, · · · , |Pφ|⟩, where α and φ

are the number of node types and deployment types respec-
tively.

We define a scaled setup Ct = ⟨t,C⟩ as an instance of the
cluster setup C running with topology t.

B.2 Incremental Scaling Algorithm

More formally, we define the ESC as:

ESC = ⟨nesc,θesc⟩ nesc = N (max
∀C

(min
t∈TC

V

( st ) ) ) ·2

N (st) = ∑∀|Ni|∈st |Ni| θesc = max
∀C

(Θ(min
t∈TC

V

( st ) ) ) ·2

P (st) = ∑∀|Pi|∈st |Pi| Θ(st) =
⌈

P (st )
N (st )

⌉
TC

V is the set of topologies that have violations for setup
C. When comparing the two scale sr and sq where r,q ∈ TC,
sr ≥ sq if N (sr)>N (sq) or N (sr) =N (sq)∧P (sr)≥P (sq).
The min and max functions are defined on this comparison.
We double both nesc and θesc to provide more confidence.

With the determined ESC, we design our scaling algorithm
as shown in Algorithm 2. It starts from the smallest scale, and
gradually increases the scale. In particular, for each node type
i, it explores its scale from nmin

i to nmax
i where

nmin
i = max(0,nl

i) nmax
i = min(nu

i ,nesc)
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nl
i and nu

i are the lower and upper bound of the number
of node type i defined by the users. After determining the
number of nodes to explore for each scale, we determine the
number of pods according to the total number of nodes |N|. In
particular, for each pod type i, we explore the pod size from
pmin

i to FPi(|N|) (a function of total number of nodes) where

pmin
i = max(0, pl

i) FPi(|N|) = min(pu
i ,θesc · |N|)

where pl
i and pu

i are the lower and upper bound of the
number of pod type i defined by the users . If there are multiple
types of nodes and pods, it explores all combinations of sizes
Πα

i=1{nmin
i , · · · ,nmax

i }×Π
φ

j=1{pmin
j , · · · ,FPj(|N|)}. We skip

any scale that result in trivial failure cases, meaning if that
scale is not meaningful (i.e., |N|= 0 or |P|= 0) or generates
non-interesting failures (i.e., when |P| ≫ |N|, the excessive
number of pods cannot be scheduled onto the nodes).

Algorithm 2 incremental scaling algorithm
1: procedure SCALING

2: for st in sort(Πα
i=1{nmin

i , · · · ,nmax
i }×Π

φ

j=1{pmin
j , · · · ,FPj(|N|)}) do

3: if not trivalCase((st ,C)) then
4: verifer((st ,C)) ▷ verify for the scaled setup ⟨t,C⟩
5: end if
6: end for
7: end procedure=0

C Approximation in Kivi

We summarize a list of major approximations when imple-
menting the model.

• We do not model the requests and we abstract the impact of
these requests into resource changes (i.e., CPU resource us-
age change on pods). If users are interested in the properties
of the requests (e.g., if traffic distribution is unbalanced),
we currently cannot support these intent.

• We only model subsets of the features in Kubernetes as
listed in Table 4. If a cluster includes unmodeled features,
our model may not provide accurate results. Examples in-
clude pod graceful termination period, pod priority, pod
disruption budgets, HPA stabilization windows, and State-
fulSets.

• We do not model anything related to the container image or
smaller elements than a pod, e.g., at the container level.

• We put one control loop into an atomic step and merge back-
to-back control loops and events. Normally, one control
loop or event can finish in a very short time. However,
this can miss failures caused by such small transiting time
windows.

• We do not model when controllers themselves encounter
issues. Hence we omit error handling. If there are failures
caused by the behavior of error handling, we cannot catch
them.

• We approximate real numbers to two decimal places, which
may lead to a loss of precision, though we have not yet seen
any cases that need such precision.

• We implement the oscillation properties by examining if the
loop has appeared on a small set of key relevant variables.
As we do not check full system states, it is possible the loop
we found does not cause permanent oscillation.
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