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Professional Experiences

Ideogram AI - Cofounder/CTO 2022 - current

• Mission: help people become more creative through generative AI

Google - Google Brain Staff Research Scientist 2017 - 2022

• I spend most of my time learning from my mentors and peers
• Highlight: Fundamental research in the areas of iterative refinement generation (see Insertion

Transformer, Imputer, WaveGrad, Palette, Imagen) with applications to speech recognition,
machine translation, text-to-speech, text-to-image, and text-to-video.

• Highlight: Fundamental research to improve speech recognition with generational leap in per-
formance (see Listen Attend and Spell, SpecAugment and SpeechStew)

• Mentored multiple AI residents, interns, and junior researchers
• Research Areas: machine learning, deep learning, natural language processing, speech recogni-

tion, speech synthesis, computer vision

Google - Google Brain Research Intern 2016

• Latent Sequence Decompositions
• Very Deep Convolutional Networks for End-to-End Speech Recognition
• Research Areas: machine learning, deep learning, speech recognition

Google - Google Brain Research Intern 2015

• Listen, Attend and Spell
• Research Areas: machine learning, deep learning, speech recognition

Google - Google Brain Research Intern Part-Time 2015

• Cooking secret sauces part-time while continuing PhD @CMU
• Various code optimizations, ??% efficiency in CPU and memory over baseline DistBelief imple-

mentation
• Research Areas: machine learning, deep learning

Google - Natural Language Processing Research Intern Part-Time 2014

• Continuation of summer internship but now working 1 day / week while continuing PhD @CMU
• ?x production inference code optimization under certain scenarios
• Research Areas: machine learning, deep learning, natural language processing

Google - Natural Language Processing Research Intern 2014

http://williamchan.ca


• SAFT Machine Intelligence
• Deep Learning, Natural Language Processing and Multilingual Coreference Resolution
• ?% increase in coref performance on the CoNLL dataset over baseline system
• Research Areas: machine learning, deep learning, natural language processing

Google - Machine Learning Ads Intern 2012

• Display Campaign Optimizer
• Replaced a heuristic ranking model with a machine learning ranking model, ??% increase in Click

Through Rate and ??% increase in customer return on investment in certain scenarios (patent
pending)

• Added various Map-Reduce analysis scripts
• Impact: higher ROI for customers, higher revenue for Google and more satisfied customers

TD Securities - Quantitative Financial Engineer Intern 2010

• TD Bank’s trade floor in the Quantitative Research Group
• Optimized Monte Carlo Simulation through dividend events consolidation, 500%-1700% perfor-

mance gain on dividend heavy deals
• Added a new mixed Dividend Pricing Pricing Model, allows pricing of most exotic derivatives

using an inter-blended discrete dollar and proportional dividend schedule
• Architected new 2D Interpolation Infrastructure and added Thin Plate Spline Interpolation for

Local Volatility Surfaces
• Cholesky decomposition optimizations for FX/Equity correlation matrices by bootstrapping sim-

ilar matrices used in Monte Carlo Simulations
• Impact: faster execution, more accurate pricing, happier clients, better risk management and

hedging

Amazon - Software Engineer Intern 2009

• Amazon Prime AdAttribution
• Re-architected database schemas (Oracle and MySQL)
• Modified data mining infrastructure to more efficiently attribute Amazon Prime signups to spe-

cific ads for statistical analysis
• Impact: faster and more effective analysis of customer behaviour

Google - Disk Platform Engineer Intern 2009

• Research and analysis on disk latency and bandwidth
• Data analysis on disk performance across entire Google’s server fleet
• Added a new Linux Kernel Power Capping Module to output detailed CPU usage to assist in

power management across Google’s server fleet
• Impact: maximize utility, lower capital and operating costs, negotiation leverage with disk ven-

dors

Intel - Mobile Platform Architecture Engineer Intern 2008

• Adaptive Power Algorithms Research
• Designed and prototyped several dynamic frequency algorithms for CPU/GPU to reduce dynamic

power, +55% CPU power reduction with no performance penalty in certain apps/games
• Multi-Chip Package Power Controller Integral Algorithm
• New methodology to increase CPU and GPU performance while maintaining same thermal design

power envelope
• Statistical Data Analysis on Power Traces - analyze and isolate power events for simulation and

forecasting next generation mobile platform architectures
• Impact: additional product value with zero capital and marginal unit cost

NVIDIA - Driver Software Engineer Intern 2007



• Driver Optimizations
• Various driver optimizations including +20% performance on Call of Duty 2 on G80
• Impact: additional product utility without additional capital or marginal costs, product differen-

tiation against competitor

AMD - Hardware Engineer Intern 2007

• High Bandwidth Video Playback Research and Development
• Developed custom video system for 1920x1080 @ 120Hz playback with throughput of over 6Gb/s

and designed to scale over 240Hz
• Developed (Verilog) FPGA for a custom proprietary board for converting a DVI/HDMI signals

to LVDS for a variety of LCD panels
• Floating-point Optimizations (SSE2 and SSE3)
• Impact: capital cost savings with custom in-house solutions vs commercial purchases
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