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1. Introduction 

Business scholars have repeatedly advised practitioners to set specific goals and provide clear 

expectations in order to enhance work performance (e.g., Nadler and Lawler, 1977; Vroom, 1987; 

Harter et al., 2003; Kim and Mauborgne, 2003; Rock, 2008; Latham, 2012). A common 

recommendation to managers is thus to “make the performance-reward link clear and objective” 

(Rock, 2008; Lam et al., 2022). The study of incentives in economics also emphasizes the importance 

of avoiding noisy production measures because they increase the cost of motivating workers by 

creating additional risk (see Holmström, 1979; Milgrom and Roberts, 1992; Laffont and Martimort, 

2002; Besanko et al., 2017). Furthermore, the theory of incentives has overwhelmingly focused on 

deterministic schemes that stipulate the exact rewards paid for a given level of production (see 

Grossman and Hart, 1983; Fudenberg and Tirole, 1991; Laffont and Martimort, 2002; Bolton and 

Dewatripont, 2004; Dranove et al., 2017).1 Although randomized schemes can be optimal in the 

presence of informational asymmetries and risk-sharing issues (see e.g., Baron and Myerson, 1982; 

Arnott and Stiglitz, 1988; Strausz, 2006; Herweg et al., 2010; Jehiel, 2015; Kadan et al., 2017; Ederer 

et al.,, 2018), they have often been dismissed for practical reasons, as expressed in Brito et al., (1995, 

p. 190): “Third, it is unclear whether randomization is only a theoretical curiosity or whether it could 

be implemented in practice.” Yet, behavioral scholars have called for an empirical examination of 

randomized schemes (Babcock et al., 2012). 

Upon casual observation of actual compensation practices, it appears that randomized incentives may 

be widespread. For instance, various studies have documented the use of randomized incentive 

schemes in the gig economy to motivate workers through random gifts (Huws et al., 2017; Abraham 

et al., 2018; Broughton et al., 2018; Hawkins, 2018). In such cases, workers are uncertain about the 

specific level of performance required to earn the additional reward. Thus, unlike other labor contracts 

in which the noisy relationship between performance and rewards might be attributed to the absence 

of precise and verifiable performance metrics (Baker et al., 1994; Hart and Moore, 1999; Tirole, 1999; 

Holmström, 2017), surprise rewards deliberately introduce noise into the link between performance 

and pay. This practice, which appears to contradict common recommendations, could nevertheless be 

profitable. 

However, there is no compelling evidence that randomized incentive schemes can be implemented 

profitably. This lack of evidence may be due to the emphasis placed by economic theorists on 

 

1 The space dedicated to random incentive schemes in the theory of incentives textbook of Laffont and Martimort (2002) 
is about 4 pages (that is less than 1% of the material covered) and the same focus on deterministic contracts is observed in 
major textbooks (Fudenberg and Tirole, 1991; Bolton and Dewatripont, 2004). The working paper of Eric Maskin on 
randomized incentive schemes (1981) has never been published. After inquiry, we could not obtain a copy from the author. 
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deterministic schemes, coupled with the widespread recommendation among business scholars to 

avoid randomization. In practice, randomized schemes present several challenges, as workers may 

oppose them due to the additional level of risk they introduce and the potential lack of trust in the 

randomization procedures used by their employers. 

In this paper, we investigate whether randomized incentive schemes can be implemented profitably. 

To test this, we conducted a series of lab and field experiments that manipulated the randomness of 

bonus and piece rates incentives. Specifically, we examined a setting with a single work task and a 

single incentive contract, involving either bonuses or piece rates. The incentive literature predicts that 

randomized incentives are of no value in this context because they cannot alleviate informational 

asymmetries and risk-sharing issues (EUT-Hypothesis). 

We test our hypothesis using a between-subject design in which workers undertake an effortful 

summation task for which they are paid either a bonus (Bonus treatments) or a piece rate (Piece Rate 

treatments). In the bonus treatments, a monetary reward is paid if a performance target is achieved, 

and nothing is paid otherwise. In the Known-Target treatment, one out of three possible targets (low, 

medium, and high) is picked at random before starting the task and is revealed to the worker. In the 

Random-Target treatment, the target is randomly picked from the same set as in the Known-Target 

treatment but is only revealed to workers after completing the task. In the Known-Piece Rate treatment, 

one out of three possible piece rates (low, medium, and high) is randomly selected before starting the 

task, whereas in the Random-Piece Rate treatment, the piece rate is only known after the task is 

completed. 

In the lab experiment, we recruited 274 participants from a major US lab who were randomly assigned 

to the Bonus treatments. Average task production on a 30-minute summation task was 30.5% higher 

in Random-Target than in Known-Target, and on-the-job leisure (measured by the time spent on 

recreational websites during the task) was three times lower. Furthermore, the average level of 

production in Random-Target was 12.0% higher than that of the most effective target, which was the 

medium value, in Known-Target. Additionally, the on-the-job-leisure level was half as low. 

In the field experiment, which was conducted in a major online gig-work platform, we aimed at 

replicating and extending the previous findings. We recruited 648 workers for a six-week experiment. 

In Week 0, workers were informed about the duration of the study and completed a series of tasks. In 

Week 1, workers were randomly assigned to one of the four treatments, and remained in the same 

incentive treatment for four consecutive weeks: Known-Target, Random-Target, Known-Piece Rate 

and Random-Piece Rate. In the final week, two thirds of the workers were randomly assigned to one 
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of two Choice treatments. In the Choice-Target (Choice-Piece Rate), workers could choose whether to 

complete the task under Known-Target or Random-Target (Known-Piece Rate or Random-Piece 

Rate). In this longitudinal field setting where workers could quit the task or not show up in a given 

week, we replicated the lab experiments results. Average task production on the 10-minute summation 

task was 16.3% higher in Random-Target than in Known-Target. Furthermore, Random-Target 

achieved an average level of production that was 12.6% higher than the most effective deterministic 

target, which was again the medium value. Extending the lab results to the case of piece rates, we 

found that average production was 12.5% higher in Random-Target than in Known-Target, and 4.5% 

higher than in the most effective deterministic piece rate, which was the medium value. Furthermore, 

these results were sustained over time. Similar to the lab experiment, we did not find treatment 

differences in levels of work satisfaction. Furthermore, we did not find treatment differences in 

attrition levels, indicating that randomized incentives did not impact workers’ likelihood of showing 

up for work. 

These results show that randomized incentives consistently improve upon the most profitable 

deterministic incentive scheme. Although this finding contradicts standard predictions in incentive 

theory, it is consistent with a model in which workers exhibit regret motives. Specifically, randomized 

schemes can induce regretful workers to exert a higher level of effort because of the fear of missing 

out on higher pay. In line with this conjecture, we show that the positive impact of randomization can 

be partly accounted for by regret motives. By eliciting regret using various scales, we show that it 

significantly explains the impact of randomization.  

Regret can boost profits over a sustained period of time as long as employers do not have to fully 

compensate workers for its negative emotional impact. In our setup, this is the case because, regardless 

of whether workers decided to complete the task or not, they received feedback about the realized 

value of bonus targets and piece rates before the end of the weekly task. Ignoring this feedback would 

be costly to workers, as they would have to leave the platform and forego the corresponding fixed 

payment for the task. In cases where workers have access to an alternative task that effectively 

eliminates regret, we expect them to avoid the randomized incentive scheme. This is the situation 

captured in the Choice-Target and Choice-Piece Rate treatments, where 83.2% of workers decided to 

stay away from randomized incentive schemes, independently of what treatment they had been 

assigned to in the previous four weeks.  Therefore, employers benefit the most from the implementation 

of randomized incentives when they do not offer standard deterministic contracts simultaneously. 

Thus, we anticipate that randomized schemes will be particularly successful if implemented within 

organizations. This is because employers can ensure that workers do not have access to regret-free 
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alternatives beyond those encountered during an active and costly job search.2 That said, our field 

experiment demonstrates the value of randomized incentives in repeated relationships with contractors 

who have immediate access to multiple job offers.  

2. Related literature 

2.1. Theoretical literature 

Although incentive theory has focused on deterministic contracts (see Holmström, 1979; Grossman 

and Hart, 1983; Fudenberg and Tirole, 1991; Laffont and Martimort, 2002; Bolton and Dewatripont, 

2004), it has long been recognized that randomized mechanisms can be optimal when adverse selection 

issues are present (Baron and Myerson, 1982; Arnott and Stiglitz, 1988; Strausz, 2006; Herweg et al., 

2010; Kadan et al., 2017). For example, Strausz (2006) considers the case of a principal setting a 

production target in exchange for a bonus payment, involving two types of agents: one that is risk-

neutral and the other that is risk-averse. In that context, offering a contract with a deterministic target 

and another one with randomized targets can reduce the cost of achieving a separating equilibrium 

because it will help dissuade the risk-averse workers to pick the randomized contract crafted for the 

risk-neutral agent. Another strand of the literature has shown that, in the case of a multitasking 

framework in which the agent has private information on the cost associated with the task, randomized 

schemes can dominate deterministic schemes because they alleviate gaming issues (e.g., Ederer et al., 

2018). Gaming issues occur because risk-averse agents tend to focus on the easier task but 

randomization forces them to rebalance their effort across tasks, which is beneficial to the principal. 

Furthermore, Jehiel (2015) has shown that randomized schemes can be optimal when the principal has 

private information over multiple dimensions, such as the monitoring technology and the difficulty of 

the task, that impact the effort of the agent. In the management literature, Sillince et al., (2010) 

emphasize that ambiguity can be a powerful tool for creating negotiation and compromise within 

organizations. By leaving multiple interpretations open, ambiguity can provide space for 

organizational members with differing goals to remain motivated. Finally, an earlier theoretical work 

has shown that randomized contracts could be used as a mechanism to improve risk-sharing when risk 

tolerance varies with the level of effort exerted by the agent (Gjesdal, 1982).  

Our work contributes to the theoretical literature on incentives by demonstrating that in the presence 

of regret motives, randomized schemes can outperform deterministic schemes in situations where 

screening, gaming, and risk-sharing issues are absent (Bell, 1981; Loomes and Sugden, 1982; 

Bleichrodt and Wakker, 2015). One key implication is that randomized schemes are not an intellectual 

 

2 Yet, the worker’s disutility associated with regret should not exceed the cost of searching for a regret-free alternative. 
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curiosity (Brito et al., 1995) whose effectiveness relies on specific informational and institutional 

assumptions. Instead, they are widely relevant because their success hinges upon widespread 

behavioral motives.  

2.2. Empirical literature 

The focus of incentive theory on deterministic schemes might explain the dearth of applied research 

on randomized incentives. Furthermore, the general belief in the management literature regarding the 

optimality of transparent incentive schemes might have dissuaded companies to experiment with 

randomized schemes. In economics, researchers have focused on studying the impact of exogenous 

shocks on wages and production. Charness and Levine (2007) and Rubin and Sheremeta (2016) have 

shown that random shocks tend to reduce work performance in gift-exchange experiments in which a 

principal pays a fixed wage to an agent who then decides on the level of effort to exert on the task. In 

Rubin and Sheremeta (2016), this is the case because the production shock makes it more difficult for 

the principal to evaluate the extent of the gift of workers. This weakens reciprocity motives and gift-

exchange. In Charness and Levine (2007), wage shocks weaken gift-exchange because generous 

principals might end up paying low wages. Yet, agents valued the intentions of the principal and were 

still willing to reciprocate by exerting high effort when principals picked a high wage that was affected 

by a negative shock. Brownback and Kuhn (2019) report similar results and show that principals 

believe lucky agents who receive a positive shock on production will work harder than unlucky agents. 

In addition to gift-exchange games that do not consider pay for performance, experimental studies 

using real-effort tasks have assessed the impact of random production shocks in principal-agent 

relationships involving piece rates (see e.g., Sloof and Van Praag, 2010), linear contracts (Corgnet and 

Hernán-González, 2019) and bonuses (DellaVigna and Pope, 2018). Sloof and Van Praag (2010) and 

Corgnet and Hernán-González (2019) report evidence that random shocks can have a positive effect 

on work performance, which can be explained, as in Gjesdal (1982), by the risk attitudes of prudent 

agents. 

In the eighteen incentive schemes studied in DellaVigna and Pope (2018), two of them introduce a 

random component (“risk-aversion and probability weighing schemes”). These lottery treatments 

reward workers with a $1 (2¢) additional piece rate that is paid 1% (50%) of the time. The 1%-lottery 

(50%-lottery) treatment led to a slightly lower level of performance, -6.6% (-2.6%) than the benchmark 

piece rate rewarding 1¢ for sure. Given that people typically overweight small probabilities, the results 

on the 1%-lottery treatment stress that probability distortions might not have a substantially impact on 

effort. This is in line with our findings that regret rather than probability distortions explain the 
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performance of randomized incentive schemes. Furthermore, our findings regarding the negative 

impact of effort regret on workers’ performance under randomized schemes helps us to understand the 

negative effect of the 2%-lottery treatment. In this treatment, effort regret, which refers to the mental 

cost associated with exerting more effort than one would have if they had known the incentive scheme 

in advance, is likely to be substantial because workers receive no piece rate 50% of the time, 

irrespective of their effort level. 

As pointed out by the survey of randomized schemes in DellaVigna and Pope (2018), no economic 

studies had yet implemented randomized incentives in a labor context. Outside of the workplace, 

lottery incentives offering a stochastic payoff have been offered to boost savings (Filiz-Ozbay et al., 

2015) and educational achievements (Levitt et al., 2016).  

Most studies using lottery incentives have considered medical applications and report mixed results. 

Some studies have shown a positive effect on blood donations (Goette and Stutzer, 2020), medicine 

intake (see Volpp et al., 2008; Kimmel et al., 2012; Sen et al., 2014; see Chang et al., 2017 for a review) 

and the completion of risk assessments by employees (Haisley et al., 2012). Yet, other medical studies 

have reported a negative effect on clinicians’ survey responses (Halpern et al., 2011), male 

circumcision uptake in Kenya (Thirumurthy et al., 2016) and chlamydia testing rates (Dolan and 

Rudisill, 2014). 

The mixed results of medical studies and the null results of Levitt et al., (2016) and DellaVigna and 

Pope (2018) might corroborate the early observation of Brito et al., (1995) that randomized schemes 

are indeed an intellectual curiosity not worth pursuing. Yet, more positive results have been achieved 

when lottery incentives have been used to leverage regret motives. Regret lotteries, that differ from 

standard lotteries by making lost prizes salient to those who did not buy tickets, have been found to 

enhance participation (Zeelenberg and Pieters, 2004). However, the impact of regret lotteries might be 

short-lived as shown in a recent study of Imas et al., (2021).  

In marketing studies, scholars have also used randomized incentive schemes to trigger persistence and 

repetitions in experimental tasks (Shen et al., 2015, 2019) following up on early animal research on 

variable reinforcement schemes (Skinner, 1951; Davison, 1969; Zeilier, 1972; Boakes, 1977; Collins 

et al., 1983; Forkman, 1993; Hurly and Orseen, 1999). In a series of studies, Shen et al., (2015) show 

that people were more likely to complete a task (e.g., drink 1.4 liters of water in 2 minutes) for an 

uncertain reward (e.g., $1 or $2 with equal chances) than for a certain reward of lower expected value 

(e.g., $1). In addition, Shen et al., (2019) show that uncertain rewards led people to run longer and 

spend more time completing mental calculations, which is in line with the recent findings of Corgnet 



8 
 

et al., (2020).  Shen et al., (2019) emphasize that the driving force of any positive effect of randomized 

incentives is that it appeals to workers because it triggers curiosity regarding the final resolution of 

uncertainty (e.g., Loewenstein, 1994; Ruan et al., 2018). We refer to this mechanism as the curiosity 

hypothesis. However, none of these studies test the persistence of the effect of randomized schemes, 

thus not answering the recent critique of Imas et al. (2021). 

Overall, the existing literature in behavioral and health sciences provides mixed evidence regarding 

the motivational effect of lottery incentives and suggests two alternative mechanisms to explain these 

effects: regret and curiosity. 

Our study asks three novel questions: Can randomized incentives be successfully implemented in a 

labor context? Can the effect of randomized incentives be sustained over time? What are the 

mechanisms explaining the motivation impact of randomized schemes: regret or curiosity? 

In our study, we show that regret motives rather than curiosity play a critical role in explaining work 

performance under randomized schemes. Indeed, we consider Curiosity-treatments in which we 

increase the surprise associated with uncertainty resolution by increasing the entropy of rewards (see 

Corgnet, et al., 2020). However, workers tend to exhibit less effort under the Curiosity-Piece Rate and 

the Curiosity-Target treatments than under the Random-Piece Rate and the Random-Target treatments. 

Furthermore, in contrast with the curiosity hypothesis, workers do not report a more positive 

experience in the Random treatments. 

Our work contributes to the empirical literature because it provides the first evidence that randomized 

incentive schemes can be implemented successfully both in laboratory and longitudinal field 

experiments. Our study also demonstrates the critical role of regret motives rather than curiosity in 

explaining the success of randomized schemes. 

3. Hypotheses 

3.1. Model 

3.1.1. Costs 

We consider a risk-neutral principal recruiting workers to complete an effortful task. The cost of effort 

for the worker is assumed to follow a power function so that:  ܥሺ݁ሻ = ଵ+𝛾𝑖 ݁ଵ+𝛾𝑖, where ݁  is the 

number of units of effort produced by the worker, 𝑘  Ͳ a scaling parameter and 𝛾  Ͳ is a curvature 

parameter (see e.g., DellaVigna and Pope 2018 for recent empirical validation of this specification). 

We consider the case of a clerical task in which units of effort deterministically translate into 

production units. For the sake of simplicity, we will thus use the term effort throughout to refer to 

either effort or production. We denote 𝑖 ∈ ,ܮ} ,ܯ {ܪ ≔ the type of a worker, where 𝛾ு ܫ < 𝛾ெ < 𝛾 
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so that ܪ-workers, for a given level of production, have a strictly lower marginal cost of production 

than ܯ- and ܮ-workers. That is, ܯ ,-ܪ- and ܮ-workers, are the high-, medium- and low-ability workers. 

Types are workers’ private information, and, for simplicity of exposition, we consider that all types 

are equally likely in the population of workers. 

We consider two of the most popular linear and non-linear individual incentive schemes: bonuses and 

piece rates (Gerhart, Rynes and Fulmer, 2009; Bryson et al., 2012; Gill, Prowse and Vlassopoulos, 

2013; DellaVigna and Pope, 2018; Lazear, 2018; Armstrong, 2019). For each incentive scheme, we 

consider a deterministic (referred to as ‘known’) and a randomized version. The known (randomized) 

scheme is such that the target or piece rate is known before starting (after completing) the task. We 

consider that the principal offers one incentive scheme at a time so that menus of contracts are not 

contemplated, thus leaving aside screening issues. 

3.1.2. Bonus schemes 

The principal rewards workers using a bonus ሺܤሻ that is paid in full if a target production ሺ𝜏ሻ is 

achieved. We assume that principals do not know the ability of the workers so that they cannot set a 

specific target to each type. In this context, we will compare two kinds of incentive schemes. The 

known scheme randomly picks a target 𝜏 ∈ {𝜏 , 𝜏ெ, 𝜏ு} ≔ Г, which is known before completing the 

task. The randomized scheme also uses a target 𝜏 ∈ Г, but the exact target value is not known until 

after completing the task. In both schemes, one target value is selected at random in Г, so that each 

value is equally likely ex ante. Workers know the distribution of the targets.  

We assume that 𝜏 < 𝜏ெ < 𝜏ு where ܤ− < ሺ𝜏ሻܥ < ሺ𝜏ሻܥ and ܤ > for any 𝜏 ܤ > 𝜏. That is, in a 

known scheme, 𝑖-workers will be willing to achieve target 𝜏 but will not be willing to achieve target 𝜏 (> 𝜏) because it requires too much effort given their type.3 In addition, we assume the cost of effort 

of 𝑖-workers is greater than a lower bound ܤ−  ଶଷ  ,This implies that, under the randomized scheme .ܤ

they will not be willing to achieve target 𝜏 unless they can ensure they receive the bonus with certainty. 

The expected revenues of a risk-neutral principal are expressed as follows: П ≔ ଵଷ ∑ ݁ݍ) − ͳ𝑖ஹ𝜏ܤ)∈ூ , 

where ݍ is the price for each unit of effort (production). 

3.1.3. Piece rates 

The principal rewards workers using a piece rate ሺሻ per unit of effort so that a worker’s total pay is  × ݁. In this context, we will compare two types of incentive schemes. The known scheme randomly 

 

3 We are implicitly assuming an outside option equal to zero but our results are unaffected by considering a strictly positive 
outside option. 
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pays each worker a piece rate  ∈ } , ,ெ {ு ≔ 𝑃, which is known before completing the task. The 

randomized scheme also pays a piece rate  ∈ 𝑃 but the exact piece rate is not known until after 

completing the task. In both schemes, one piece rate value is selected at random in 𝑃, so that each 

value is equally likely ex ante. Workers know the distribution of the piece rates. The expected revenues 

of a risk-neutral principal are expressed as follows: П ≔ ଵଷ ∑ ሺ−ݍሻ݁∈ூ , where ݍ >  .
3.2. EUT-Hypothesis 

3.2.1. Bonuses 

We consider the case in which a worker of type 𝑖 maximizes the following additively separable utility 

function: ݑሺ݁ሻ ≔ ͳ𝑖ஹ𝜏ܤ −  ሺ݁ሻ. Under a known scheme, the expected revenues for the principalܥ

are given by: П ≔ 𝜏ݍ − Пெ ,ܤ ≔ ଶଷ ሺݍ𝜏ெ − ሻ and Пுܤ ≔ ଵଷ ሺݍ𝜏ு −  ,ሻ for targets 𝜏, 𝜏ெ and 𝜏ுܤ

respectively. For the sake of exposition and in line with our experimental setup, we focus on the case 

in which the highest expected revenues are achieved under 𝜏ெ, and consider that 𝜏̅ ≔ଵଷ ሺ𝜏 + 𝜏ெ + 𝜏ுሻ = 𝜏ெ.4  

Under a randomized scheme, workers of a given type 𝑖 will never be willing to produce at a higher 

level than 𝜏. This is the case because ܥሺ𝜏ሻ > for any 𝜏 ܤ > 𝜏. Thus, ܮ-workers will not produce, 

and ܯ-workers will produce 𝜏 at most, and this is achieved when the following condition 
𝐵ଷ   ெሺ𝜏ሻܥ

holds. ܪ-workers will decide to achieve target 𝜏ு as long as the following two conditions are met: 
𝐵ଷ ܥுሺ𝜏ுሻ −  ுሺ𝜏ெሻ andܥ

ଶ𝐵ଷ  ுሺ𝜏ுሻܥ −  ுሺ𝜏ሻ. If all these conditions are met, the expected productionܥ

is equal to 
𝜏ಽ+𝜏𝐻ଷ = ଶଷ 𝜏ெ, which is the production level obtained under the most profitable of the known 

targets (𝜏ெ). It follows that the randomized scheme cannot achieve a higher level of production than 

the most-profitable known target.  

Yet, the randomized scheme can achieve a higher average level of production than the average level 

obtained across all three known schemes: 
𝜏ಽ+మయ𝜏ಾ+భయ𝜏𝐻ଷ ,  which is always lower than 

ଶଷ 𝜏ெ.  

So far, we have considered the case in which workers exhibit a linear utility function abstracting away 

from risk attitudes. Let us denote ܤ𝛼 the level of bonus such that, under risk-aversion, the randomized 

scheme implements the risk-neutral most-profitable solution, which is when ܯ- and ܪ-workers 

achieve 𝜏 and 𝜏ு whereas ܮ-workers do not produce. The level of bonus ܤ𝛼 will increase in the degree 

 

4 Similar results apply if the highest expected revenues are achieved under 𝜏 or  𝜏ு. 
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of risk-aversion of the workers because ܯ-workers will require a risk premium to compensate for the 

risk associated with receiving the bonus only one-third of the time. This implies that, for a given level 

of bonus, there will be a level of risk-aversion above which ܯ-workers will decide not to exert effort. 

In sum, the conditions for the randomized scheme to do as well as the most-profitable known scheme 

are less likely to be met under risk-aversion.  

As a result, if the workers can choose between a known or a randomized scheme for a given level of 

bonus, more risk-averse workers will be more likely to opt for the known scheme, in which risk is 

absent, than the randomized scheme. 

3.2.2. Piece rates 

We assume a worker of type 𝑖 maximizes the following utility function: ݑሺ݁ሻ ≔ ݁ −   .ሺ݁ሻܥ

The incentive compatibility constraint of the randomized scheme is such that the optimal level of effort 

is equal to: ቀ�̅�ቁ భ𝛾𝑖, where ̅ = ଵଷ ሺ + ெ +  ,ுሻ. If we consider, as is the case in our experimental setup

that ̅ =  ெ, the randomized scheme will lead to the same level of production as the known scheme

when the piece rate is ெ. The most favorable case for the randomized scheme is when the revenues 

of the principal are maximized when the known piece rate is ெ, which equals the expected piece rate 

in the randomized scheme ሺ̅ =  ெ). However, even in that case, the randomized scheme will lead to

production levels and revenues that are equal, but not higher, than those of the most-profitable known 

scheme.  

In the case of risk-averse workers exhibiting a concave power utility function ݑሺ݁ሻ ≔ ሺ݁ሻ𝛼 ሺ݁ሻ with Ͳܥ− < 𝛼 < ͳ, which has been repeatedly validated empirically (Stott, 2006), the incentive-

compatibility constraint becomes: ݁,𝛼∗ = ቀ𝛼𝑝𝑖𝛼 ቁ భభ+𝛾𝑖−𝛼
. Generally, randomizing the piece rate has a 

negative effect on the effort level of risk-averse workers. To illustrate this point, we consider 

randomizing the piece rate level  so that one of the following piece rates is equally likely to apply 

after completing the task:  −  , and ,ݔ +  Then, the impact of the randomization of the piece 5.ݔ

rate on workers’ effort can be assessed by calculating: 
𝜕𝑖,𝛼𝑟𝑎∗𝜕௫ = 𝜕𝜕௫ ቀ𝛼ሺሺ𝑝𝑖−௫ሻ𝛼+𝑝𝑖𝛼+ሺ𝑝𝑖+௫ሻ𝛼ሻଷ ቁ భభ+𝛾𝑖−𝛼 < Ͳ. 

Therefore, risk-averse workers will tend to produce less under randomization. A risk-neutral worker 

 

5 In this case, the average piece rate paid by the principal is the same whether the piece rate is randomized or not. It follows 
that any difference in workers’ production will determine the impact of randomization on the principal’s revenues. This is 

the case that applies to ெ in our experimental setup. 
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ሺ𝛼 = ͳሻ will produce the same as under the known scheme: ݁,∗ = ቀ𝑝𝑖 ቁ భభ+𝛾𝑖 and achieve a higher level 

of utility than risk-averse workers.  

It follows that risk-averse workers who can choose between a known or a randomized scheme will 

generally prefer to opt for the known scheme rather than the randomized scheme.  

We summarize our conjectures regarding the effect of randomization in the EUT-hypothesis.  

EUT-Hypothesis (Expected Utility Theory)  

i) Randomized schemes cannot generate higher expected production than the most-profitable known 

scheme. 

ii) Risk-averse workers will prefer known to randomized schemes. 

Our EUT-Hypothesis reflects the standard result in the incentive literature that known schemes are 

optimal in a broad set of applications (see Holmström, 1979; Fudenberg and Tirole, 1991; Laffont and 

Martimort, 2002; Bolton and Dewatripont, 2004). We pre-registered an alternative behavioral 

hypothesis according to which randomized schemes will lead to higher levels of performance than 

known schemes due to regret motives (see ‘Random Targets Longitudinal Experiment’ (AsPredicted 

#67348) at https://aspredicted.org/646ji.pdf). We detail our regret hypothesis next. 

3.3. Regret-Hypothesis 

We put forth that randomization can be especially motivating when workers exhibit regret motives 

(Bell, 1981; Loomes and Sugden, 1982; Bleichrodt and Wakker, 2015). Indeed, workers might decide 

to exert more effort in the randomized scheme to avoid missing out on potential earnings. At the same 

time, workers might also regret having exerted too much effort when, for example, the realized target 

is substantially lower than their actual performance. We must thus contemplate two types of regret, 

which we will refer to as monetary and effort regret. Monetary regret refers to the negative feeling 

(mental cost) experienced by workers when they realize they could have earned more had they known 

the incentive scheme in advance. Effort regret refers to the negative feeling experienced by workers 

when they realized they could have been better off exerting less effort had they known the incentive 

scheme in advance. We define regret with respect to the level of utility a worker would have achieved 

had they known the realized incentive scheme. Given this definition of the reference point, there cannot 

be rejoice in our analysis as one can never surpass the reference level of utility that is achieved under 

complete information. 

https://aspredicted.org/646ji.pdf
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3.3.1. Bonuses 

In a randomized scheme, we consider that a regretful worker of type 𝑖 will maximize the following 

utility function: 

𝐸[ݑ𝑟ሺ݁ሻ] ≔ ͳ͵ ∑ ሺͳ𝑖ஹ𝜏ܤ − ሺ݁ሻ𝜏∈Гܥ ሻ                      
− �͵�ݎ ∑ ቀݑሺ݁∗|𝜏ሻ − (Ͳ − − ሺ݁ሻ)ቁ                                                      [ͳଵ]𝑖<𝜏,𝜏ஸ𝜏𝑖ܥ ͵ݎ ∑ ቀݑሺ݁∗|𝜏ሻ − ܤ) − − ሺ݁ሻ)ቁ                                                      [ͳଶ]   𝑖ஹ𝜏,𝜏ஸ𝜏𝑖ܥ ͵ݎ ∑ ቀݑሺ݁∗|𝜏ሻ − (Ͳ − ሺ݁ሻ)ቁ  𝑖<𝜏,𝜏>𝜏𝑖ܥ                                                        [ͳଷ] 

Where ݑሺ݁∗|𝜏ሻ is the utility of workers of type 𝑖 when knowing the target is 𝜏, thus exerting the 

optimal level of effort given the value of the target. The first term in the regret function [ͳଵ] is what 

we refer to as monetary regret, captured with ݎ𝑚 > Ͳ, as it measures the increase in utility workers 

could have obtained from receiving the bonus payment if they had worked more and cleared a target 

that was achievable (𝜏  𝜏). The second term of the regret utility function [ͳଶ] is what we call effort 

regret, captured with ݎ > Ͳ, as it measures the increase in utility workers could have obtained if they 

had worked less to achieve the target, thus suffering lower effort costs. The third term [ͳଷ] is also 

related to effort regret and measures the increase in utility workers could have obtained had they 

exerted no effort given that the target was not achievable (𝜏 > 𝜏). Our formulation of regret is 

consistent with Gill and Prowse (2012), which incorporates regret in a tournament incentive scheme 

using a real-effort task.6 

Given that workers of type 𝑖 will never produce more than 𝜏, the only possibility for the randomized 

scheme to achieve a higher production than the most-profitable known scheme is when both ܯ- and ܪ-workers produce 𝜏ெ and 𝜏ு, respectively. We know that, under a randomized scheme, ܪ-workers 

can produce 𝜏ு because the likelihood of obtaining the bonus, as in the case of the known target 𝜏ு, is 

one. However, it remains to be seen whether ܯ-workers can produce 𝜏ெ in the presence of regret. For ܯ-workers, monetary regret comes from not achieving a target that is achievable, that is 𝜏 or 𝜏ெ 

(see [ͳଵ]). Effort regret arises when a target could have been achieved with less effort [ͳଶ] or when 

effort has been exerted but no bonus was received because the target was not achievable [ͳଷ]. ܯ-

workers will prefer to achieve 𝜏ெ rather than 𝜏 if 𝐸[ݑெ𝑟 ሺ𝜏ெሻ]  𝐸[ݑெ𝑟 ሺ𝜏ሻ], that is: 

 

6 We are not aware of other works introducing regret to explain work performance. 
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ܤ͵ʹ − ெሺ𝜏ெሻܥ − ͵ݎ ெሺ𝜏ெሻܥ) − (ெሺ𝜏ሻܥ − ͵ݎ ெሺ𝜏ெሻܥ
 ܤ͵ − ெሺ𝜏ሻܥ − �͵�ݎ ሺܤ − ሺܥெሺ𝜏ெሻ − ெሺ𝜏ሻሻሻܥ − ͵ݎ  ெሺ𝜏ሻܥ

⇔ ܤ͵ − ሺܥெሺ𝜏ெሻ − ெሺ𝜏ሻሻܥ + �͵�ݎ ቀܤ − ெሺ𝜏ெሻܥ) − ெሺ𝜏ሻ)ቁܥ − ͵ݎʹ ெሺ𝜏ெሻܥ) − (ெሺ𝜏ሻܥ  Ͳ 

By definition, we have that ܤ > ெሺ𝜏ெሻܥ −  ெሺ𝜏ሻ so that the stated condition is more likely to beܥ

satisfied as monetary regret increases, and less likely to be satisfied as effort regret increases. 

Because regret can impose mental costs that are unappealing to workers, it is necessary to check 

whether the participation constraint holds. To that end, we consider producing nothing as the outside 

option available to workers. Importantly, we assume, as in our experimental setup, that workers receive 

feedback about the outcome of the randomization of incentives even when they decide not to produce. 

As a result, workers will also experiment monetary regret when producing nothing. The condition 

under which ܯ-workers will prefer to achieve 𝜏ெ rather than producing zero, 𝐸[ݑெ𝑟 ሺ𝜏ெሻ]  𝐸[ݑெ𝑟 ሺͲሻ], 
can thus be stated as follows: ʹ͵ܤ − ெሺ𝜏ெሻܥ − ͵ݎ ெሺ𝜏ெሻܥ) − (ெሺ𝜏ሻܥ − ͵ݎ ெሺ𝜏ெሻܥ  − �͵�ݎ ܤ) − (ெሺ𝜏ெሻܥ − �͵�ݎ ܤ) −  (ெሺ𝜏ሻܥ

⇔ ܤ͵ʹ − ெሺ𝜏ெሻܥ + �͵�ݎ ቀʹܤ − ெሺ𝜏ெሻܥ) + ெሺ𝜏ሻ)ቁܥ − ͵ݎ ெሺ𝜏ெሻܥʹ) − (ெሺ𝜏ሻܥ  Ͳ 

This condition is automatically satisfied if effort regret is absent and is more (less) likely to be satisfied 

as ݎ𝑚 (ݎ) increases (decreases). 

Not only do we have to ensure ܯ-workers achieve target 𝜏ெ, but we also have to ensure that ܪ-workers 

achieve 𝜏ு. ܪ-workers do not settle for target 𝜏ெ as long as 𝐸[ݑு𝑟 ሺ𝜏ுሻ]  𝐸[ݑு𝑟 ሺ𝜏ெሻ], that is the case 

when: ܤ − ுሺ𝜏ுሻܥ − ͵ݎ ுሺ𝜏ுሻܥ) − (ுሺ𝜏ெሻܥ − ͵ݎ ுሺ𝜏ுሻܥ) − (ுሺ𝜏ሻܥ
 ܤ͵ʹ − ுሺ𝜏ெሻܥ − �͵�ݎ ቀܤ − ுሺ𝜏ுሻܥ) − ுሺ𝜏ெሻ)ቁܥ − ͵ݎ ுሺ𝜏ெሻܥ) − (ுሺ𝜏ሻܥ
⇔ ܤ͵ − ுሺ𝜏ுሻܥ) − (ுሺ𝜏ெሻܥ + �͵�ݎ ቀܤ − ுሺ𝜏ுሻܥ) − ுሺ𝜏ெሻ)ቁܥ − ͵ݎʹ ுሺ𝜏ுሻܥ) − ுሺ𝜏ெሻ)ܥ Ͳ 

As in previous conditions, the left-hand side increases in monetary regret ሺݎ𝑚ሻ, and decreases in effort 

regret  ሺݎሻ. 
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Similarly, we want to make sure that ܪ-workers do not to settle for target 𝜏, which is the case when 𝐸[ݑு𝑟 ሺ𝜏ுሻ]  𝐸[ݑு𝑟 ሺ𝜏ሻ], that is: ܤ − ுሺ𝜏ுሻܥ − ͵ݎ ுሺ𝜏ுሻܥ) − (ுሺ𝜏ெሻܥ − ͵ݎ ுሺ𝜏ுሻܥ) − (ுሺ𝜏ሻܥ
 ͳ͵ ܤ − ுሺ𝜏ሻܥ − �͵�ݎ ቀܤ − ுሺ𝜏ுሻܥ) − ுሺ𝜏ሻ)ቁܥ − �͵�ݎ ቀܤ − ுሺ𝜏ெሻܥ) − ுሺ𝜏ሻ)ቁܥ
⇔  ʹ͵ ܤ − ுሺ𝜏ுሻܥ) − (ுሺ𝜏ሻܥ + �͵�ݎ ቀʹܤ − ுሺ𝜏ுሻܥ) + ுሺ𝜏ெሻܥ − −ுሺ𝜏ሻ)ቁܥʹ ͵ݎ ுሺ𝜏ுሻܥʹ) − ுሺ𝜏ሻܥ − (ுሺ𝜏ெሻܥ  Ͳ 

Again, the left-hand side increases in monetary regret ሺݎ𝑚ሻ, and decreases in effort regret ሺݎሻ. A 

similar condition is obtained when ensuring ܪ-workers do not produce zero, 𝐸[ݑு𝑟 ሺ𝜏ுሻ]  𝐸[ݑு𝑟 ሺͲሻ]: ܤ − ுሺ𝜏ுሻܥ + �͵�ݎ ቀ͵ܤ − ுሺ𝜏ுሻܥ) + ுሺ𝜏ெሻܥ + ுሺ𝜏ሻ)ቁܥ − ͵ݎ ுሺ𝜏ுሻܥʹ) − ுሺ𝜏ሻܥ − (ுሺ𝜏ெሻܥ  Ͳ 

As a result, we have shown that for high levels of monetary regret, relative to effort regret, the 

randomized scheme can lead both ܯ- and ܪ-workers to achieve their target so that expected production 

is at least equal to 
𝜏ಾ+𝜏𝐻ଷ , which is greater than the expected production obtained in the most-profitable 

known scheme ሺଶଷ 𝜏ெሻ. 

In the presence of regret motives, ܮ-workers can also reach target 𝜏 if it is better for them than 

producing nothing, which is the case whenever 𝐸[ݑ𝑟ሺ𝜏ሻ]  𝐸[ݑ𝑟ሺͲሻ]: ͵ܤ − ሺ𝜏ሻܥ + �͵�ݎ ܤ) − (ሺ𝜏ሻܥ − ͵ݎʹ ሺ𝜏ሻܥ  Ͳ 

Again, the left-hand side increases in monetary regret ሺݎ𝑚ሻ, and decreases in effort regret ሺݎሻ. Thus, 

we have shown that for large values of monetary regret relative to effort regret, workers of type 𝑖 will 

always achieve 𝜏. Under known schemes, this outcome can only be obtained when there is not private 

information about workers’ types so that principals can offer type-specific bonus contracts.  

3.3.2. Piece rates 

Under a randomized piece rate scheme, monetary (effort) regret arises when the piece rate is high (low) 

because workers who had known the piece rate value would have earned more (worked less). We 

consider here whether, in the presence of regret, a randomized piece rate can lead to higher production 

levels than the most-profitable piece rate, which is assumed to be equal to ெ. This is an interesting 

case because workers are paid the same expected piece rate in both schemes so that any difference in 

workers’ production also directly translates into a difference in the principal’s expected revenues.  
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If we contemplate the case in which regret has an overall positive effect on production, we must 

consider that the production of a regretful worker is higher than the level of production that would 

have been achieved knowing the piece rate was ெ. It follows that if the randomized piece rate turns 

out to be ெ, a regretful worker will experience effort regret because knowing the piece rate ex ante 

would have led to a lower effort. We thus consider that a regretful worker of type 𝑖 maximizes the 

following utility function: 

E[ݑ𝑟ሺ݁ሻ] ≔ ெ݁ − ሺ݁ሻܥ − 𝑟ଷ ቀݑ∗ሺ݁∗|ுሻ − ு݁) − ሺ݁ሻ)ቁܥ − 𝑟ଷ ቀݑ∗ሺ݁∗|ሻ − ݁) ሺ݁ሻ)ቁܥ− − 𝑟ଷ ቀݑ∗ሺ݁∗|ெሻ − ெ݁) −  ሺ݁ሻ)ቁ                                                                              [2]ܥ

The incentive compatibility constraint is such that: ݁𝑟∗ = ቆ𝑝ಾ+𝑟య 𝑝𝐻+𝑟య ሺ𝑝ಽ+𝑝ಾሻሺଵ+𝑟య +మ𝑟య ሻ ቇ భ𝛾𝑖
. That is, in the 

absence of regret (ݎ𝑚 = ݎ = Ͳሻ, the worker exerts the same effort as under EUT under the randomized 

scheme so that ݁∗ = ቀ𝑝ಾ ቁ భ𝛾𝑖 . In addition, in the case in which monetary and effort regret are the same 

𝑚ݎ) = ∗), regret does not impact production, that is ݁𝑟ݎ = ݁∗. As the level of monetary regret 

increases, the level of production of a worker of type 𝑖 converges to the level achieved when the piece 

rate is ு because lim𝑟→∞ ݁𝑟∗ =  ቀ𝑝𝐻 ቁ భ𝛾𝑖 despite receiving an average piece rate of ெ. As a result, there 

exists a level of monetary regret above which the level of production obtained under the randomized 

scheme is greater than what is obtained for a known scheme paying all workers ெ. Furthermore, the 

randomized scheme can also achieve a higher level of production than that achieved under a known 

scheme when there is no private information about workers’ types, in which case principals can offer 

type-specific piece rate contracts ሺሻ. 

Thus far, we have assumed that the participation constraint held. This is the case as long as we assume, 

as we did for bonuses, that workers receive feedback about the outcome of the randomization of 

incentives even when they decide not to produce on the task. In that case, not producing on the task is 

associated with large monetary regret costs and the absence of effort costs, thus leading to the 

following outside option: − 𝑟ଷ  It is easy to see by comparing this term to equation [2] .(ுሻ|∗ሺ݁𝑟ݑ)

that the participation constraint will be satisfied whenever monetary regret is sufficiently large or effort 

regret is sufficiently low. 
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3.3.3. The choice between known and randomized schemes 

Thus far, we have considered a case in which the implicit outside option was to produce nothing. This 

is the case whenever changing employer implies substantial costs that would make an alternative offer 

unappealing. In that context, workers cannot eliminate the regret that is inherently present under 

randomized schemes because they will always receive feedback about actual realizations of the targets 

and piece rates values. Yet, if we consider that workers have a no-regret outside option available, they 

will tend to avoid randomized schemes. Here, we consider the case of a regretful worker who can 

choose between a randomized and a known scheme. For both the randomized bonus and the 

randomized piece rate, the expected utility of the regretful worker is less than or equal to the level 

obtained in the absence of regret, that is: 𝐸[ݑ𝑟(݁𝑟∗)]  𝐸[ݑሺ݁∗ሻ]. In the case of randomized piece 

rates, it follows from the fact that that the level of production of regretful workers does not necessarily 

satisfy the incentive compatibility constraint in the absence of regret.  In the case of the randomized 

bonus, it follows from the fact that the level of production of regretful workers can be lower than the 

expected bonus, as is the case of ܯ-workers achieving 𝜏ெ. 

Since known schemes eliminate regret, they result in an expected utility level that is at least as high as 

that obtained under randomized schemes. Consequently, regretful workers will opt for the known 

rather than the randomized scheme. We summarize our second hypothesis, derived under the presence 

of regret, as follows. 

Regret-Hypothesis 

i) Monetary regret will increase workers’ production in randomized schemes and effort regret will 

have the opposite effect. Regret will not impact workers’ production in known schemes. 

ii) Randomized schemes can generate higher production levels than the most-profitable known scheme 

in the presence of monetary regret motives. 

iii) Regretful workers will prefer known schemes to randomized schemes. 

We will test the Regret-Hypothesis along with alternative behavioral theories based on probability 

distortion, loss aversion and curiosity motives in Section 5.3. 

4. Design 

To test our hypotheses, we conducted a lab experiment at a major US lab in March-April 2016, as well 

as a field experiment with workers from a major online gig-work platform in June-July 2021. The field 

experiment helped us both to replicate and extend the previous findings obtained in the lab. In 
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particular, the field experiment allowed us to pinpoint the underlying mechanisms by eliciting regret, 

loss aversion and probability distortions. 

4.1. Lab experiment 

We developed a framework in which participants can undertake a real-effort task while having access 

to a real-leisure alternative (browsing the Internet) at any time during the experiment (Corgnet et al., 

2015). The laboratory setting allows the experimenter to control for potential confounding factors 

commonly encountered in the field, such as organizational hierarchies or implicit incentives, thus 

facilitating the detection of incentive effects.7  

We considered a real-effort summation task that was particularly long, laborious, and effortful (e.g., 

Dohmen and Falk, 2011; Eriksson et al., 2009; Niederle and Vesterlund, 2007). Participants had to 

sum up matrices of 36 numbers comprised between 0 and 3 for one hour, during a 30-minute period. 

After completing a table, participants were immediately informed whether their answer was correct or 

not. Participants were not allowed to use a pen, scratch paper or calculator. This rule amplified the 

level of effort participants had to exert to complete the tables correctly.  

At any point during the experiment, participants could switch from the work task to the leisure activity 

that consisted of browsing the Internet. Each activity was undertaken separately, on a different screen 

so that participants could not sum tables while being on the Internet. Participants were informed that 

their use of the Internet was strictly confidential.8 The Internet browser was embedded in the software 

so that the experimenter could keep record of the exact amount of time participants spent on each 

activity.9 

At the beginning of the experiment, participants were informed that they will receive a fixed pay of $6 

and a $6 bonus if they were able to complete correctly a certain number of tables, i.e., the target. All 

participants were informed that their personal target will be randomly selected between three possible 

values: 13 (low target), 26 (medium), or 39 (high), all with equal chances. To ensure the credibility of 

the target randomization procedure, a monitor rolled a six-sided die in front of all the participants. 

Prior to rolling the die, participants indicated on their screen which targets (13, 26, and 39) they wanted 

to associate with the following pairs of outcomes of the six-sided die roll: (1,2), (3,4) and (5,6).10 

 

7 In our lab setting, workers only face explicit incentives.  
8 Participants were expected to follow the norms set by the university regarding the use of Internet on campus. 
9 The lab policy is to forbid cell phone use inside the lab. This ensures that embedded internet browsing is an accurate 
measure of on-the-job leisure. 
10 This implies that the experimenter cannot effectively use an unfair die to minimize participants’ payments. 
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Target values were selected based on a previous calibration experiment in which 31 participants were 

recruited to sum tables for 30 minutes and received a piece rate of 16¢ for each correct answer.11 The 

median production in these experiments was 26 tables (see Figure A.1 in Appendix A), while 87.1% 

of the participants were able to complete 13 tables and only 19.4% of the participants completed 39 

tables or more. 

We conducted two treatments. In the Known-Target treatment, a target was randomly selected by the 

computer at the beginning of the experiment and participants were informed about it before starting 

the 30-minute work task. This target was displayed on the screen along with the number of correct 

tables completed, so it was clear to participants whether they had reached their target. The Random-

Target treatment was identical to the Known-Target treatment except that the Target was selected at 

the end of the experiment, so participants worked on the task without knowing the exact target that 

would apply.  

The experiment was computerized (using a custom Java software; see Corgnet et al., 2015, for more 

details) and there was no interaction among participants. The instructions were displayed on the 

participants’ computer screens (see Supplementary Material, Lab Study). Participants had exactly 20 

minutes to read the instructions. A 20-minute timer was shown on the laboratory screen. Three minutes 

before the end of the instructions period, a monitor announced the time remaining and handed out a 

printed copy of the summary of the instructions. None of the participants asked for extra time to read 

the instructions. At the end of the 20-minute instruction round, the instructions file was closed, and the 

experiment started. The interaction between the experimenter and the participants was negligible. 

At the beginning of the experiment and before having access to the instructions for the work task, 

participants could add five one-digit numbers for two minutes. Each correct answer provided 6¢. We 

used their performance on this task as a measure of their mathematical ability. At the end of the 

experiment and before payments were made, we asked participants to add again five one-digit numbers 

for two minutes, but this time they received no monetary rewards. Performance on this task was used 

as a proxy of participants’ intrinsic motivation on the work task. We also obtained other measures of 

general intrinsic motivation and enjoyment on the task using the Self-Determination Inventory (Ryan, 

1982; Ryan, Koestner and Deci, 1991) and the Self-Assessment Manikin (Bradley and Lang, 1994). 

We also had information about participants’ cognitive abilities (Raven’s Progressive Matrices test, 

Raven, 1936; Cognitive Reflection Test, CRT henceforth, Frederick, 2005), risk attitudes (Holt and 

 

11 The choice of the calibration piece rate was such that the average earning would be similar to the $6 bonus. In the case 
of a 16¢ piece rate the average earning was $4.4. Similar calibration results were obtained using an additional experiment 
with a 23¢ piece rate in which case the average earning was $6.8 (n = 32). 
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Laury, 2022) and personality traits (Big Five, John et al., 1991, 2008) from a survey conducted at the 

beginning of the school year, that was taken by the majority of the participants in the subject pool of 

the lab (see Corgnet et al., 2018, for details). 

Participants received their earnings in cash at the end of the experiment. Participants earned on average 

$11.3 including a $7 show-up fee. Experimental sessions lasted one hour on average. The full set of 

instructions is available in the Supplementary Material (Lab Study). 

4.2. Field experiment 

We recruited 998 workers from Amazon Mechanical Turk for an initial 45-minute task (Week 0). In 

this week, workers were informed that, if they completed the initial task, they would be invited to five 

other 30-minute sessions taking place in subsequent weeks (Weeks 1 to 5). However, earnings for each 

session would be calculated and paid separately, so workers could attend all sessions or just a few. All 

observations were collected using custom Javascript software programmed by the authors and 

deployed via Qualtrics. This study was advertised as being part of a research conducted by a major 

research center. The structure and content of the experimental sessions were pre-registered 

(https://aspredicted.org/646ji.pdf). Our target was to have 700 workers in Weeks 1 to 4 and we got 

648.12   

In Week 0, workers completed a battery of cognitive tests (e.g., Cognitive Reflection Test, Stroop, 

Raven, Numeracy), personality tests (e.g., Big Five, General Self-Efficacy, Gambling Related 

Cognitions), tasks measuring distributive social preferences, math ability, self-reported risk attitudes, 

and socio-demographics. All these measures are commonly-used in economic experiments (see 

Supplementary Material, Field Study-Additional Instructions). The average earnings for Week 0 was 

$7.6 for tasks that were completed in about 50 minutes.13 In Week 0, workers were randomly assigned 

to incentive treatments. However, we never informed them about the treatment they had been assigned 

to or the tasks they were going to perform in the following weeks to avoid attrition driven by treatment 

conditions.  

In Weeks 1 to 4, workers had to complete the main work task, consisting in adding five one-digit 

numbers for 10 minutes. Following the work of Gill and Prowse (2012), we use a real-effort task for 

various reasons. First, this allowed us to study randomized schemes in a work setting in which both 

monetary and effort regret are relevant, thus extending previous empirical works focusing on lottery 

 

12 Given the longitudinal nature of our design, we decided not to collect the 7% missing data in the Fall or later that year 
because of the risk of sudden changes in the COVID situation that could have attracted a very different subject pool. 
13 We report the median recorded completion time to limit the impact of extreme values. Yet, this recorded time likely 
overestimates the actual time MTurkers spent on the task as they could take breaks during the completion of the experiment. 

https://aspredicted.org/646ji.pdf
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choices (see e.g., Loomes and Sugden, 1987; Loomes, 1988; Starmer and Sugden, 1989, Starmer, 

1992; Starmer and Sugden, 1993; Somasundaram and Diecidue, 2017). Second, using real-effort tasks 

is likely to exacerbate regret motives (see Van Dijk et al., 1999). In contrast to the laboratory study, 

we did not include any leisure activities, as our participants were working online and could therefore 

undertake any other activity they deemed appropriate. After the work task, workers completed some 

questions adapted from the Intrinsic Motivation Inventory (Gagne and Deci, 1992) as well as a short 

two-minute addition task with a different piece rate per session. At the end of each week, workers had 

to complete additional survey questions and tests. The average earnings for Weeks 1 to 4 was $2.5 for 

tasks that were completed in about 25 minutes.14 

Workers were assigned to either Target or Piece Rate treatments. In the Target treatments, a $3 bonus 

was paid to all the workers who correctly solved a certain number of sum problems. In the Piece Rate 

treatments, workers received a piece rate for each correctly solved sum problem. For both types of 

treatments, we conducted three conditions: Known, Random, and Curiosity. We thus implemented a 

2×3 between-subject design. Workers were assigned to the same treatment for Weeks 1 to 4. For each 

of the six incentive scheme treatments, workers were also randomized across four conditions that 

varied their weekly schedule for completing the task. In the Preset-Low-Flex treatment, workers had 

to complete the task on a specific day of the week (Monday, Tuesday, Wednesday, Thursday or Friday) 

selected at random by the computer. The Low-Flex treatment was the same as Preset-Low-Flex except 

that workers chose their preferred delivery day in Week 1. In the High-Flex treatment, workers could 

complete the task any day of a given week (from Monday to Friday). Finally, in the Choice-Flex 

condition, workers chose in Week 1 whether to participate in the High-Flex condition or the Low-Flex 

condition. In our analyses, we control for scheduling fixed effects when assessing the impact of 

incentive treatments. 

In the Known and Random treatments, the incentive scheme was randomly selected from a list of three 

possible values: {50, 80 or 110} for targets and {1.25¢, 3.75¢ or 6.25¢} for piece rates. In the Known 

treatments, workers learned the randomly selected value before completing the 10-minute work task, 

whereas in the Random treatments, workers were not informed of the selected value until they had 

completed the work task. The Curiosity treatments were identical to the Random treatments, except 

that the value of the target or the piece rate was randomly selected between the lowest and highest 

values (i.e., any integer between 50 and 110 for targets [61 possible values], and any two-decimal 

number between 1.25 and 6.25 for piece rates [501 possible values]). In all treatments, workers knew 

 

14 We report the median recorded completion time to limit the impact of extreme values. Yet, this recorded time likely 
overestimates the actual time MTurkers spent on the task as they could take breaks during the completion of the experiment. 
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the set of possible values associated with an incentive scheme, and they knew that each week a value 

was drawn at random for each worker. 

The targets and piece rates were calibrated using results from previous 2-minute versions of the same 

task performed by the authors on the same online platform. As for the lab targets, we calibrated the 

medium target value so that the median worker could achieve it, and low and high targets so that about 

80% (20%) would be able to achieve it. Piece rates were chosen so as to induce similar earnings to 

those in the target treatments. Thus, workers completing 80 sums problems would earn $3 whether 

they were assigned a medium target or a medium piece rate. 

In the last session (Week 5), workers were randomly assigned to three possible conditions, regardless 

of the treatment they had been assigned to in Weeks 1 to 4. Approximately two thirds of the workers 

(234 out of 360) had the possibility to choose between knowing the incentive scheme (Choice-Target, 

122 workers, or Choice-Piece Rate, 112) ex ante, as in the Known treatments or ex post, as in the 

Random treatments. The rest of the workers (126 out of 360) were assigned to a task eliciting an 

incentivized measure of effort regret. In this task, we gave workers multiple price lists to elicit the 

extent to which they preferred a randomized versus a deterministic bonus scheme for completing the 

10-minute adding task. In each list, Option A was a randomized bonus scheme paying a $3 bonus with 

70% chance if a given target was achieved and nothing otherwise, and Option B was a deterministic 

bonus ranging from $0.5 to $3 in increments of 50¢, which was paid whenever the given target was 

achieved. Workers’ choices between the two options thus revealed the deterministic bonus equivalent 

of the randomized bonus scheme. Workers had to complete three multiple price lists that only differed 

in the target: 1, 40 or 80. To incentivize the task, we randomly selected one of the targets along with 

one of the six choices in the list and implemented the corresponding decision. Thus, workers had 10 

minutes to achieve the selected target number and were paid according to their selected bonus scheme 

choice. The average earnings for Week 5 was $2.9 for tasks that were completed in about 20 minutes.15 

The full set of instructions is available in the Supplementary Material (Field Study). 

We included several attention checks in the field experiment to increase the reliability of the data 

(Oppenheimer et al., 2009). Attention checks were embedded in the questionnaires, with a similar 

format to the other questions, requiring participant to select some specific option (e.g., “Select 

‘strongly agree’ for this item”). Of the 13 attention checks, 3 in Week 0 and 2 in the other weeks, only 

4.1% of them were not completed correctly (values ranged from 3.0% in Week 2 to 5.2% in Week 4). 

This percentage is similar to other MTurk studies and lower than values generally reported for lab 

 

15 We report the median recorded completion time to limit the impact of extreme values. Yet, this recorded time likely 
overestimates the actual time MTurkers spent on the task as they could take breaks during the completion of the experiment. 
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studies (Klein et al., 2014; Hauser & Schwarz, 2016). As preregistered, participants who failed any of 

the attention checks within a week were excluded from the corresponding analysis.  

5. Results 

5.1. On the performance of randomized schemes 

5.1.1. Lab data 

We observe that the Random-Target treatment led to higher production levels (27.16 tables) and lower 

levels of on-the-job leisure (measured as the percentage of time spent on the Internet, 7.3%) than in all 

the Known-Target treatments (20.81 tables and 21.7% Internet use; i.e., +30.5% and -66.4% 

respectively) (see Figure 1). We confirm that these differences are statistically significant in Table 1, 

where we report linear regressions for standardized levels of production and internet use. We observe 

that the coefficient test for ‘Random-Target’ is positive and significant for production (Regression [1], 

p-value < 0.001) while the coefficient for internet use is negative and also significant (Regression [3], 

p-value < 0.001).  

 
Figure 1. Average production levels (left panel) and internet use (in % of available time for the task) 
(right panel), with 95% confidence intervals. 

Furthermore, the Random-Target treatment led to a higher level of production than any of the known 

targets (see Figure 1). It outperformed the low and high targets (18.29 and 19.07 tables; p-values 

<0.001, coefficient tests for ‘Random-Target = Known-Target Low’ and ‘Random-Target = Known-

Target High’ in Regression [2]). It also increased production by 12.0% with respect to the best-

performing known target, which corresponds to the medium target value (p-value < 0.001, coefficient 

test for ‘Random-Target’ in Regression [2]). Similar results are obtained when comparing treatments 

on Internet use (see regressions [3] and [4]). In particular, the Random-Target treatment decreased 

Internet use by 50.8% compared to the best-performing known target (14.8% internet use; p-value < 

0.001, coefficient test for ‘Random-Target’ in Regression [4]). In Appendix C.1, we also show that 

randomized targets induced workers to achieve each of the three potential targets as often as if the 

target value was known. 
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We thus reject our EUT-Hypothesis-i according to which the Random-Target treatment cannot 

outperform the best-performing known target. The positive effect of the Random-Target treatment is 

robust to comparing distributions across treatments (see Section A.1.1 in Appendix A) and to 

conducting regressions without individual controls (see Table A.1). 

Table 1. Production, internet use and randomized incentives 

Dependent Variable: Production (std) Internet use (std) 

 [1] [2] [3] [4] 

Intercept -0.256*** -0.059 0.113 -0.110 
 (0.084) (0.098) (0.100) (0.119) 
Random-Target 0.736**** 0.522**** -0.761**** -0.521**** 
 (0.116) (0.131) (0.108) (0.132) 
Known-Target Low (13)  -0.457****  0.144 
  (0.134)  (0.169) 
Known-Target High (39)  -0.245  0.503** 
  (0.154)  (0.196) 
Individual controls Yes Yes Yes Yes 

p-vales (coefficient tests)     
Random-Target = Known-Target Low  <0.001  <0.001 
Random-Target = Known-Target High  <0.001  <0.001 

N 248 248 248 248 
F 13.496**** 14.178**** 5.762**** 5.431**** 
R2 0.331 0.355 0.165 0.197 
Average VIF predictors 1.224 1.292 1.224 1.292 

This table reports the results from linear regressions with robust standard errors (in parentheses). (std) refers to 
standardized variables. Dependent variable: Production (std) in regressions [1] and [2], and Internet use (std) in regressions 
[3] and [4]. Individual controls include ability, cognitive skills, risk attitudes, personality and demographics (see Table 
A.1 in Appendix A for the complete version). Random-Target (Known-Target Low) [Known-Target High] is a dummy 
taking value one for the Random-Target treatment (Known-Target treatment when the target value is 13) [Known-Target 
treatment when the target value is 39]. (std) refers to standardized variables. *p<0.10, **p<0.05, ***p<0.01 and 
****p<0.001. 

5.1.2. Field data 

In Figure 2, we observe that the Random-Target treatment led to higher average production levels 

(59.90 sums) than in all the Known-Target treatments (51.53, +16.3%, p-value = 0.039, coefficient 

test for ‘Random-Target’ in Regression [1] in Table 2). Similarly, the Random-Piece Rate treatment 

led to higher production levels (61.84) than in all the Known-Piece Rate treatments (54.95, +12.6%, 

p-value = 0.001, coefficient test for ‘Random-Piece Rate’ in Regression [3] in Table 2).  

Furthermore, we observe that the Random-Target treatment led to a higher level of production than 

any of the known targets. It outperformed the low and high targets (51.35 and 48.35, p-values = 0.075 

and 0.007, coefficient tests for ‘Random-Target = Known-Target Low’ and ‘Random-Target = 

Known-Target High’ in Regression [2]). It also increased production with respect to the best-

performing known target (55.20) although not significantly so (p-value = 0.412, coefficient test for 
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‘Random-Target’ in Regression [2]). As was the case for the lab experiment, we show that randomized 

targets induced workers to achieve each of the three potential targets as often as if the target value was 

known (see Appendix C.1). 

 Similar results are obtained for piece rate schemes as the Random-Piece Rate treatment induced a 

higher level of production than the low and high piece rates (47.66 and 57.66, p-values <0.001 and 

0.013, coefficient tests for ‘Random-Piece Rate = Known-Piece Rate Low’ and ‘Random-Piece Rate 

= Known-Piece Rate High’ in Regression [4]) as well as the medium piece rate (59.20, p-value = 0.003, 

coefficient test for ‘Random-Piece Rate’ in Regression [4]). The positive effect of the Random 

treatments is robust to comparing distributions (see Section A.1.2 in Appendix A) and to conducting 

regressions without individual controls (see bottom panel of Table A.2).  

 
Figure 2. Average production levels for Target (left panel) and Piece Rate (right panel) treatments, 
with 95% confidence intervals. 

The longitudinal nature of our design generated some attrition as 76.4%, 70.4%, and 62.9% of the 

people who attended Week 1 session completed the second, third and fourth sessions, respectively. 

Attrition rates were similar across treatments.16 That said, we control for the potential effect of attrition 

using Lee bound estimates (Lee, 2009), which are provided in the last row of Table 2. Results are 

consistent with previous estimates as the effect of Random treatments is always positive except for 

regression [4] where the lower bound of the interval is negative and significant. 

Finally, we find that the positive effect of randomized incentives held over time (see Figure 3). Indeed, 

average production was consistently higher across weeks under random targets [piece rates] (60.42, 

63.01, 61.27 and 66.61 tables) [55.91, 62.93, 68.88 and 67.53] than under known targets [piece rates] 

(54.33, 53.77, 50.30 and 52.70) [51.87, 56.72, 59.20 and 56.43], and the significance of these 

 

16 We calculate the average attrition rate as the average proportion of workers who did not come back in a given week 
having participated in Week 1. Using proportion tests, we report no significant differences between Target and Piece Rate 
treatments (29.6% vs 30.6%, p-value = 0.806), Known- and Random-Targets (31.4% vs 28.4%, p-value = 0.586), and 
Known- and Random-Piece Rates (27.1% vs 32.9%, p-value = 0.289). 
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differences seemed to increase over time (p-values = 0.208, 0.089, 0.044 and 0.035, Mann-Whitney-

Wilcoxon tests) [p-values = 0.182, 0.109, 0.097 and 0.051]. The regression analysis in Table A.3 

(Appendix A) shows that the interaction coefficients for ‘Random-Target × Week Number’, ‘Random-

Piece Rate × Week Number’, and ‘Random Treatment × Week Number’ in regressions [1], [2], and 

[3] are positive though not significant. This shows that the effect of randomized incentives does not 

decrease over time. This is an important result given the recent findings of Imas et al., (2021) who 

showed that lotteries triggering regret motives only increased ticket purchases the first time they were 

used. In our case, regret motives have a sustained effect over the four weeks of the experiment. One 

potential explanation is that we do not give workers an explicit regret-free alternative until the final 

week. As is shown in Section 6.2, people will, in line with Imas et al., (2021), refuse the regret-prone 

randomized schemes and opt for known schemes when offered the choice. 

 

Figure 3. Average production levels by session for Target (left panel) and Piece Rate (right panel) 
treatments, with 95% confidence intervals. 

We also analyze the impact of Random treatments pooling the data from Target and Piece Rate 

treatments in regression [5] in Table 2. The dummy varable ‘Random Treatment’, which takes value 

one for the Random-Target or the Random-Piece Rate treatments is positive and significant (p-value 

= 0.008). This shows that Random treatments significantly outperform the most productive known 

incentive schemes (Known-Target (80) and Known-Piece Rate (3.75)). Overall, both lab and field data 

concur to reject EUT-Hypothesis-i. 
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Table 2. Production and randomized targets and piece rates 

Treatment: Target Treatments Piece Rate Treatments Target & 
 [1] [2] [3] [4] Piece Rate [5] 

Intercept -0.258** -0.126 -0.294* -0.270 -0.224** 
 (0.125) (0.141) (0.161) (0.172) (0.113) 
Random Treatments 0.224** 0.099 0.351**** 0.332*** 0.221*** 
  (Random-Targets or Random-Piece Rates) (0.109) (0.120) (0.102) (0.113) (0.084) 
Known-Target Low (50)  -0.101   -0.073 
  (0.090)   (0.081) 
Known-Target High (110)  -0.265***   -0.235** 
  (0.101)   (0.097) 
Known-Piece Rate Low (1.25)    -0.116 -0.139 
    (0.100) (0.092) 
Known-Piece Rate High (6.25)    0.064 0.055 
    (0.073) (0.069) 
Individual controls Yes Yes Yes Yes Yes 

p-vales (coefficient tests)      
Random-Target = Known-Target Low  0.075   0.002 
Random-Target = Known-Target High  0.007   0.000 
Random-Piece Rate = Known-Piece Rate Low    0.000 0.001 
Random-Piece Rate = Known-Piece Rate High    0.013 0.077 

N 654 654 656 656 1310 
χ2 81.074**** 98.083**** 166.975**** 169.583**** 150.063**** 
R2 0.174 0.177 0.327 0.331 0.204 
Average VIF predictors 1.762 1.821 1.776 1.809 1.713 

LEE BOUNDS INTERVALS 
(Random Treatments) 

     

   Lower bound 0.292*** -0.158 0.178* -0.297** -0.227** 
 (0.091) (0.128) (0.097) (0.141) (0.093) 
   Upper bound 0.300**** 0.491**** 0.276** 0.553**** 0.512**** 
 (0.085) (0.126) (0.107) (0.119) (0.084) 
   Trimming proportion 0.004 0.269 0.037 0.281 0.272 

This table reports the results from linear panel regressions with robust standard errors (in parentheses) and random effects. Period fixed effects and scheduling fixed 
effects included. Dependent variable: Production (std). Individual controls include ability, cognitive skills, risk attitudes, personality and demographics (see Table A.2 
in the Appendix for the complete version). Known-Target Low (Known-Target High) [Known-Piece Rate Low {Known-Piece Rate Low} is a dummy taking value one 
for the Known-Target treatment when the target value is 50 (Known-Target treatment when the target value is 110) [Known-Piece Rate treatment when the target value 
is 1.25] {Known-Piece Rate treatment when the target value is 6.25}. Random-Target <Random-Piece Rate> is a dummy taking value one for the Random-Target <Piece 
Rate>Treatment. Random Treatments is a dummy variable that takes value one for the Random-Target (Random-Piece Rate) {Random-Target and Random-Piece Rate} 
treatments in regressions (1) and (2) [(3) and (4)] {(5)}. (std) refers to standardized variables. *p<0.10, **p<0.05, ***p<0.01 and ****p<0.001. 
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5.2. Choice between randomized and known schemes 

In the field experiment, we conducted a final session (Week 5) in which two thirds of the workers 

had the possibility to choose between knowing the incentive scheme (target or piece rate) ex ante, 

as in the Known treatments or ex post, as in the Random treatments. In total, 122 [112] workers 

chose between knowing the target (50, 80 or 110) [piece rate (1.25, 3.75 or 6.25)] before or after 

completing the task. The vast majority of workers, 83.2%, chose to know the incentive before 

completing the task. The proportion who chose to know the target ex ante (85.5%) was not 

significantly different than the proportion who chose to know the piece rate ex ante (80.8%; p-

value = 0.360, proportion test). Workers overwhelmingly opted for the Known treatment whether 

they had been assigned to bonuses (84.5%) or piece rates (82.0%, p-value = 0.627, proportion test), 

and whether they had previously competed a Known (88.0%) or a Random treatment (80.6%, p-

value = 0.166, proportion test). 

Table 3. Choice of known incentive scheme and risk attitudes 

Known Scheme Dummy [1] [2] [3] 

Intercept 1.657**** 1.310**** 1.731**** 
 (0.436) (0.396) (0.418) 
Target Treatment -0.049 0.160 -0.106 
 (0.243) (0.217) (0.236) 
Risk aversion index (std) 
[number of safe choices, Holt & Laury, 2002] 

-0.224*  -0.222* 
(0.129)  (0.132) 

Willingness to take risk index (std)  -0.183 -0.213 
  (0.169) (0.185) 
Individual controls Yes Yes Yes 

N 186 214 186 
χ2 38.163*** 27.774 37.434** 
Pseudo R2 0.161 0.119 0.172 
Average VIF predictors 1.775 1.831 1.832 
This table reports the results from probit regressions with robust standard errors (in parentheses). Dependent variable: 
Known Scheme Dummy, which takes value one when a worker opted for the known scheme. Individual controls include 
ability, cognitive skills, personality and demographics (see Table A.4 in the Appendix for the complete version). Target 
Treatment is a dummy that takes value one for Target treatments. (std) refers to standardized variables. *p<0.10, 

**p<0.05, ***p<0.01 and ****p<0.001 

In Table 3, we use as dependent variable a dummy that takes value one if a person has chosen to 

know the exact incentive scheme (target or piece rate) ex ante rather than ex post (‘Known Scheme 

Dummy’). Under EUT, we expect that more risk-averse workers will be more reluctant to opt for 

a randomized scheme. We assessed risk attitudes calculating a ‘Risk aversion index’ that counts 

the number of safe choices in the Holt and Laury (2002) elicitation task. This task was performed 
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in Week 2 so that 78.2% of all the workers attending Week 5 took it. We also used a general risk 

measure (Dohmen et al., 2011) that asks people their overall willingness to take risks in a scale 

from 0 to 10, which was elicited in Week 0 and thus available for all workers.17  

EUT-Hypothesis-ii predicts that the sign associated with the ‘Risk aversion index’ (‘Willingness 

to take risk index’) should be positive (negative) and significant. However, the coefficient for ‘Risk 

aversion index’ is negative and significant, and the coefficient for ‘Willingness to take risk index’ 

is negative but not significant in regressions [2] (p-value = 0.278) and [3] (p-value = 0.251). These 

results are inconsistent with EUT-Hypothesis-ii and highlight that basic measures of risk-aversion 

cannot explain workers’ decisions to opt for the known scheme. 

Next, we study behavioral mechanisms that can help explain the effectiveness of randomized 

schemes and the choice of incentive scheme in Week 5. 

5.3.  Behavioral mechanisms 

5.3.1. Regret 

To test the Regret-Hypothesis, we evaluate the explanatory power of regret motives on the 

performance of randomized schemes. A critical challenge is to quantify regret motives. From a 

decision theoretic viewpoint, the difficulty is to separately estimate a regret functional for a theory 

that allows for violations of transitivity (see Bleichrodt, Cillo and Diecidue, 2010). Because our 

experiment was conducted online and involved a non-student population, the elicitation task in 

Bleichrodt, Cillo and Diecidue (2010) proved to be excessively long and complex.18 An appealing 

alternative strategy is to elicit regret motives using a psychometrically validated scale (see Marcatto 

and Ferrante, 2008). Using this approach, we developed a procedure to assess both monetary and 

effort regret in Week 1. This elicitation procedure describes a fictitious scenario that is based on 

the Random-Target treatment in the field experiment in which workers are placed in the role of 

workers (see Supplementary Material, Field Study-Additional Instructions, Week 1). We then elicit 

the reaction of workers to three different scenarios using a 7-item scale for five questions similar 

to those used in Marcatto and Ferrante (2008) such as “I wish I had made a different choice” or “I 

 

17 As expected, these two measures correlate negatively (ρ = -0.219, p-value < 0.001). 
18 The authors conducted individual interviews of 55 minutes on average to collect the data at an elite university in 
Spain. Inconsistency rates in the original studies, measured using repeated choices, ranged from 13.4% and 28.3% 
depending on the measurements. Our online workers recruited from an adult population in the US completed the task 
(including the instruction phase) in an average (median) time of only 7 (5) minutes. Perhaps not surprisingly most 
workers (92.1%) exhibited inconsistent choices. 
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am sorry about what happened to me”. In the monetary regret scenario, workers were told: 

“Imagine that you are done with the 10-minute task, and you have completed 79 sums correctly 

and the target turned out to be 80.” In this case, workers will exhibit monetary regret because they 

have missed out on a bonus that was achievable. In the effort regret scenario, workers were told: 

“Imagine that you are done with the 10-minute task, and you have completed 79 sums correctly 

and the target turned out to be 50.” In this case, workers will exhibit effort regret because they 

could have worked less to receive the bonus had they known the target.19 The reliability of the scale 

measured in each of the scenarios ‒monetary regret and effort regret‒ was acceptable (Cronbach 

α’s = 0.704 and 0.837). We find that monetary regret is more pronounced than effort regret as 

83.4% of the workers reported a more than neutral (a score above 4 in the 7-item scale) level of 

monetary regret compared to 59.4% for effort regret (p-value < 0.001, sign rank test). Monetary 

and effort correlate positively and significantly (ρ = 0.247, p-value < 0.001), which is not surprising 

given that they both capture related dimensions of a regretful personality (Schwartz et al., 2002).  

Table 4. Production, regret and randomized incentives 

Production (std) Random 
Treatments 

[1] 

Known 
Treatments 

[2] 

Random & Known 
Treatments 

[3] 

Intercept -0.086 -0.156 -0.266** 
 (0.171) (0.132) (0.113) 
Regret motives    
Monetary regret (std) 0.165*** -0.008 0.001 
 (0.058) (0.069) (0.063) 
Monetary regret (std) ×      0.150* 
   Random Treatments   (0.081) 

Effort regret (std) -0.096 -0.023 -0.068 
 (0.073) (0.093) (0.075) 
Effort regret (std) ×   -0.021 
   Random Treatments   (0.085) 
Treatment dummies    
Random Treatments   0.245*** 
   (0.078) 
Piece Rate Treatment 0.043 -0.031 0.033 
 (0.121) (0.099) (0.079) 
Individual controls Yes Yes Yes 

N 517 701 1218 

 

19 For the sake of completeness, we also considered the third possible case in which people were told they the target 

“turned out to be 110.” In this situation, workers could exhibit both monetary (see [ͳଵ]) and effort regret (see [ͳଷ]) 
depending on whether they perceived the target as achievable or not. We do not consider this noisier measure in our 
analyses (Cronbach α’s = 0.710). 
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Chi2 85.294**** 76.802**** 134.614**** 
R2 0.218 0.239 0.214 
Average VIF predictors 1.759 1.892 1.835 

This table reports the results from linear panel regressions with robust standard errors (in parentheses) and random 
effects. Period fixed effects and scheduling fixed effects included. Dependent variable: Production (std). Individual 

controls include ability, cognitive skills, personality and demographics (see Table A.5 in the Appendix for the 
complete version). Random (Known) Treatments is a dummy variable that takes value one for the Random (Known) 
Target and Random (Known) Piece Rate treatments. Piece Rate Treatments is a dummy variable that takes value one 
for the Piece Rate treatments. (std) refers to standardized variables. *p<0.10, **p<0.05, ***p<0.01 and ****p<0.001 

In Table 4, we show that monetary regret increases production levels in Random treatments (p-

value = 0.005, coefficient test for ‘Monetary regret’ in regression [1]) but not in Known treatments 

(p-value = 0.905, coefficient test for ‘Monetary regret’ in regression [2]). Effort regret decreases 

production levels in Random treatments, although not significantly so (p-value = 0.188, coefficient 

test for ‘Effort regret’ in regression [1]). The size of the standardized coefficient for ‘Monetary 

regret’ is about twice as large as the coefficient for ‘Effort regret’, thus showing that the impact of 

monetary regret is substantially more pronounced. Furthermore, monetary regret amplifies the 

positive impact of the Random treatment on production levels (p-value = 0.063, coefficient test for 

‘Monetary regret × Random Treatments’ in regression [3]). However, we do not find significant 

evidence that effort regret explains the impact of the Random treatment (p-value = 0.808, 

coefficient test for ‘Effort regret × Random Treatments’). These findings are in line with Regret-

Hypothesis i and ii. 

So far, we have used measures that are psychometrically validated yet non-incentivized. In Week 

5, we were able to elicit an incentivized measure of effort regret which was randomly assigned to 

approximately one third of the workers (126 out of 360). Incentivizing effort regret is particularly 

relevant as it is knowingly difficult to precisely evaluate the mental cost of effort in a given task 

without actually undertaking it and triggering specific physiological reactions (Boksem and Tops, 

2008). In this task, we elicited the certainty equivalent for a random bonus giving $3 with 

probability 70% if workers completed a given target number of summations, and nothing 

otherwise. We measured effort regret by comparing workers’ certainty equivalents when the target 

was equal to 1 and when it was either 40 or 80. When the target is equal to 1, all workers can 

achieve it without effort so that effort regret cannot play a role. In that case, the certainty equivalent 

for the random bonus only captures risk attitudes. By contrast, workers who would miss the target 

in the random bonus scheme when the target was 40 might expend a substantial level of effort in 

vain, consequently experiencing effort regret. Indeed, when the target was 40, the vast majority of 
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workers could expect achieving it so that not receiving the bonus would most likely occur because 

the random bonus was not paid in 30.0% of the cases, thus triggering effort regret.20 In the case in 

which the target is 80, the measure of effort regret is less precise because failing to receive the 

bonus might also be due to insufficient ability.21 In that case, some workers might decide to exert 

no effort and thus exhibit no effort regret.  

To measure effort regret, we define the effort-regret premium 40 (80) as the difference between 

the random-bonus certainty equivalent when the target is 40 (80), and when it is 1.22 The effort-

regret premium captures the mental cost of exerting a substantial amount of effort while risking 

not being paid for it. Because effort-regret premium 40 and 80 are substantially correlated (ρ = 

0.498, p-value < 0.001), we constructed a single effort-regret premium measure as the average of 

the two standardized measures. 

In line with Regret-Hypothesis i, the effort-regret premium negatively impacted production levels 

in the Random treatment (p-value < 0.001, coefficient test for ‘Effort-regret premium’ in regression 

[1] in Table A.6 in Appendix A) but not in the Known treatment (p-value = 0.224, regression [2]). 

The difference in the effect of the effort-regret premium across treatments is significant (p-value = 

0.009, coefficient test for ‘Effort-regret premium × Random Treatments’ in regression [3] in Table 

A.6).  

Finally, in line with Regret-Hypothesis iii, we also show that monetary regret leads people to opt 

more often for the Known treatment (p-value = 0.017, coefficient test for ‘Monetary regret’ in 

regression [1] in Table A.7) whereas effort regret does not impact the choice of incentive schemes 

(p-value = 0.658).23 The size of the standardized coefficient for ‘Monetary regret’ is about four 

times as large as the coefficient for ‘Effort regret’, again showing that monetary regret is more 

impactful than effort regret in explaining workers’ behavior.  

The fact that workers largely opted for known schemes (83.2%) in Week 5 despite producing more 

under randomized schemes in the previous four weeks is consistent with the existence of mental 

 

20 Most workers were able to achieve a target of 40 given that across all weeks and treatments 72.5% had been able to 
do so. 
21 A minority of workers will be able to achieve a target of 80 given that across all weeks and treatments only 31.5% 
had been able to do so. 
22 To calculate the random-bonus certainty equivalent, we use the midpoint of the first value of the deterministic bonus 
that is accepted by the worker and the last rejected value. 
23 Note that we cannot use the incentivized measure of effort regret in this regression because we elicited this measure 
for workers who did not make the decision across incentive schemes. 
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costs associated with randomized schemes. These costs become salient when directly comparing 

the latter with known schemes. We can provide a rough estimate of these mental costs. For 

example, the difference in earnings between the Random- and Known-Piece Rate was on average 

$0.46 per 10 minutes of work. It follows that 80.8% of the workers were willing to forego an 

estimated gain of $2.75 per hour to avoid the mental costs associated with the Random-Piece 

Rate.24 This amount is similar to the reported pay of MTurkers (Hara et al., 2018), and about 40% 

of US minimum wage, which is the recommended pay level for online workers (Buhrmester et al., 

2018; Aguinis et al., 2021). Given that risk and loss attitudes did not explain production in the 

Random-Piece Rate treatment and the decision to opt for the Known treatment in Week 5, we 

conjecture that a large share of the estimated mental costs are related to regret. An alternative 

estimate of these costs can be done focusing only on workers who were assigned to a Piece Rate 

treatment in Weeks 1 to 4 and had to choose between Random- and Known-Piece Rates. In that 

case, 82.9% of the workers opted for the known scheme despite an estimated additional gain 

associated with the Known-Piece Rate over the Random-Piece Rate of $5.16 per hour. 

5.3.2. Alternative explanations 

Probability distortions 

Recent research has shown that probability weighting can play a major role in incentive setting 

(González-Jiménez, 2021; Corgnet et al., 2023). In our Random-Target treatment, optimal 

production levels will critically depend on the probability weights assigned to 
ଵଷ and 

ଶଷ. Empirical 

estimates have shown evidence of likelihood insensitivity such that 
ଶଷ is substantially 

underweighted ሺݓ ቀଶଷቁ < ଶଷ ሻ whereas  
ଵଷ is not (see e.g., Tversky and Kahneman, 1992; Wu and 

Gonzalez, 1996; Prelec, 1998; Bruhin et al., 2008). That is, ݓሺଵଷሻ ≈ ଵଷ and ݓ ቀଶଷቁ < ଶଷ. Probability 

distortions could thus increase production levels due to the certainty effect where workers decide 

to exert a high level of effort to make sure they receive the bonus with certainty instead of with 

probability 
ଶଷ. The positive impact of probability distortions thus relies on the magnitude of the 

difference: ͳ − ݓ ቀଶଷቁ. Under probability distortions, it follows that ܪ-workers are more likely to 

 

24 For target treatments, workers’ earnings did not significantly differ between the Known- and Random-Target 
treatments despite substantial differences in production levels. This is the case because bonus schemes are non-linear, 
thus making the relationship between production and earnings levels more intricate.  
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produce 𝜏ு due to the certainty effect triggered by the randomized scheme. Regarding ܮ-workers, 

randomization will trigger a possibility effect, which could lead them to produce 𝜏 rather than 

nothing, thus securing a 
ଵଷ chance of receiving the bonus. However, the possibility effect, which is 

captured by: ݓ ቀଵଷቁ − ଵଷ, is likely to be small. Finally, ܯ-workers can also be affected by probability 

distortions under the randomized scheme. These workers evaluate the difference in likelihood 

between 
ଶଷ and 

ଵଷ in order to decide whether to complete target 𝜏ெ. For this to happen, workers 

would need to exhibit a probability weighting function such that ݓ ቀଶଷቁ − ݓ ቀଵଷቁ > ଵଷ. However, the 

literature has reported extensive evidence of likelihood insensitivity: ݓ ቀଶଷቁ − ݓ ቀଵଷቁ < ଵଷ. In sum, 

probability distortions might induce ܪ-workers to produce up to 𝜏ு whereas the impact on ܮ-

workers might be limited, and they could even have a negative impact on ܯ-workers.  

Under piece rates, the incentive compatibility constraint can be written as: ݁,௪𝑅∗ =
ቆ௪ሺభయሻሺ𝑝ಽ+𝑝ಾ+𝑝𝐻ሻ ቇ భ𝛾𝑖

. Given that there is limited evidence of probability weighting associated with 

probability 
ଵଷ , that is ݓሺଵଷሻ ≈ ଵଷ, we do not expect a substantial effect of probability distortions under 

randomized piece rates.  

To test whether probability weights can explain our findings, we elicited the probability weights 

for our two relevant probabilities (33% and 67%) using the non-parametric method of Kpegli et 

al., (2023). The elicitation procedure was conducted for all the workers in the final week.25 In line 

with the literature (see e.g., Tversky and Kahneman, 1992; Wu and Gonzalez, 1996; Prelec, 1998; 

Bruhin et al., 2008), we found limited (although significant) probability distortions for p = 33% (p-

value < 0.001, mean individual estimate for w(0.33) = 0.298, sign rank test) and substantial 

underweighting for p = 67%  (mean individual estimate for w(0.67) = 0.371, p-value < 0.001, sign 

rank test), which is line with the results in Camerer and Ho (1994) and Gonzalez and Wu (1999).  

 

25 Out of 360 workers who participated in the final week, 25 failed the attention checks and are excluded from the 
analyses in line with our pre-registration. The 335 remaining workers differed from our total pool of participants of 
648 in terms of some individual characteristics. They were more able on the task (p-value = 0.002, rank sum test) and 
had higher cognitive skills (p-values < 0.001 for Raven and CRT, rank sum tests). They also reported being less likely 
to take risks (p-value = 0.001), being more open to experience, conscientious and more agreeable (p-values < 0.001, 
0.002 and 0.017). Note that we could not reliably estimate probability weights for 5% of the workers in the final session 
(n = 18) who reported the same certainty equivalent for all ten decisions. 
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In Table A.8, we check for the presence of a possibility effect by testing whether the coefficient 

for ‘w(0.33)’ is positive and significant in explaining production, and for the presence of a certainty 

effect by testing whether ‘w(0.67)’ is negative and significant. None of the coefficients for 

probability weights are significant whether we consider Random-Target (see regressions [1] and 

[2]) or Random-Piece Rate treatments (see regressions [3] and [4]).26 We also tested whether the 

certainty (possibility) effect was significant for high-ability (low-ability) workers conducting 

additional regressions including ‘w(0.67) × Task Ability’ and ‘w(0.33) × Task Ability’ as 

regressors (see bottom panel ‘INTERACTION’ in Table A.8). However, these interaction terms 

are not significant. Finally, in Table A.7 (regressions [2] and [3]), we also found that probability 

weights do not significantly explain workers’ decisions to opt for the known incentive scheme.   

Loss aversion and disappointment  

To introduce loss aversion in our analysis, we stipulate a fixed reference point. Under bonuses, this 

reference value could be set at the level of the monetary bonus ܤ so that not achieving the target 

will trigger losses as in DellaVigna and Pope (2018). In our experiments, we can interpret this 

bonus reference point as the status quo, which has been found to be empirically prevalent (see 

Baillon et al., 2020). This reference point is likely to be especially salient because we calibrated 

bonuses so that workers’ compensation was aligned with standard payments for a similar task on 

the online platform. Under a randomized target scheme, the worker thus maximizes the following 

value function: 𝐸[ݒ,𝜆ሺ݁ሻ] ≔ ͳ͵ ∑ ሺͳ𝑖ஹ𝜏 − 𝜆ͳ𝑖<𝜏ሻܤ − ሺ݁ሻ𝜏∈Гܥ  

It follows that loss aversion increases the cost of not achieving the target thus inducing workers to 

increase their production levels. Loss aversion can lead workers to exert higher effort levels and 

generate higher revenues for the employer. This will hold as long as people do not have outside 

options that would be preferred to loss-inducing contracts. However, even when loss-free outside 

options are available, workers may still choose compensation contracts that result in losses because 

they do not fully anticipate the negative consequences of such losses (see Imas et al., 2017). 

Although loss aversion can impact performance, we must emphasize that, in our setting, the 

positive impact of a bonus reference point could be observed for both known and randomized bonus 

 

26 We do not introduce ‘w(0.33)’ and ‘w(0.67)’ as independent variables in the same regression to avoid 
multicollinearity issues (ρ = 0.654, p-value < 0.001). 
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schemes. Indeed, if we posit a sufficiently high level of loss aversion then setting a target 𝜏ு might 

lead workers to produce at that level, regardless of their ability.  

Under a randomized piece rate scheme, we can consider that workers maximize a piecewise linear 

value function (see e.g., Fehr and Goette, 2007) as follows: ݒ,𝜆ሺ݁ሻ ≔ ଵଷ (ሺெ݁ − ݂ሻ +ሺு݁ − ݂ሻ − λሺ݂ − (݁ሻ −  ሺ݁ሻ, where ݂ is an exogenous reference point so that losses areܥ

only incurred when the low piece rate applies. It follows that the optimal level of production ݁,λ∗ =
ቀ𝑝ಾ+𝑝𝐻+λ𝑝ಽଷ ቁభγ  increases in loss aversion. However, the same positive effect of loss aversion can 

be obtained for a known piece rate scheme if we consider a reference point that is typically higher 

than workers’ revenues (݁).  
Although regret induces a stochastic reference point and leads to different predictions for known 

and randomized incentive schemes, loss aversion with a fixed reference point enhances work 

performance regardless of the underlying scheme (see Luft, 1994; Hannan et al., 2005; Pokorny, 

2008; Berger and Pope, 2011; Sloof and van Praag, 2010; Armantier and Boly, 2015; Imas et al., 

2017; Corgnet and Hernán-González, 2019; Fryer et al., 2022). 

Loss aversion can potentially explain an increase in production levels in both Known and Random 

treatments, which limits its appeal as a distinct explanation for the positive impact of randomized 

incentives on performance. Furthermore, we show that loss aversion does not explain workers’ 

performance in the Random treatments (see the negative and non-significant coefficient for ‘Loss 

aversion index’ in Table A.9 for both lab (see regression [3]) and field data (see regressions [1] and 

[2]), where loss aversion is measured following Brink and Rankin (2013). Finally, loss aversion 

does not explain workers’ decision to opt for the known rather than the random schemes (see 

regression [4] in Table A.7). 

Another behavioral model that relies on the existence of reference points and that could be applied 

to our setup is disappointment theory. Under randomized schemes, disappointment aversion (à la 

Gul, 1991) would imply that the weight assigned to the low piece rate (or high target) would be 
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higher than the weight assigned to the high piece rate (or low target), thus leading to lower 

production than in the absence of disappointment.27  

It is interesting to note that, in our setup, unlike the work environments with partial feedback that 

trigger disappointment aversion (see Gill and Prowse, 2012), workers receive complete feedback 

and can thus evaluate what they would have earned for alternative production levels. Our design is 

thus one in which regret is likely to play a more prominent role.  

Curiosity 

Random incentive schemes differ from known schemes because they resolve uncertainty about 

rewards at a later stage thus possibly triggering suspense (Ely et al., 2015) and curiosity 

(Loewenstein, 1994; Ruan et al., 2018).  Furthermore, Shen et al., (2019) emphasize that a driving 

force of randomized incentives is that it triggers curiosity regarding the final resolution of 

uncertainty. According to this approach, workers will tend to work more under random incentive 

schemes that generate higher levels of uncertainty and will tend to opt for randomized rather than 

known schemes when asked to do so. We refer to these conjectures as the curiosity hypothesis. To 

test this hypothesis, we designed Curiosity treatments in which we increased the surprise associated 

with the resolution of uncertainty by increasing the entropy of rewards (see Friston et al., 2013, 

2015, 2017a,b; Ely et al., 2015; Corgnet et al., 2020). In the Curiosity-Target (Curiosity-Piece Rate) 

treatment, the target was randomly picked after the production phase in a set of 61 integers (501 2-

decimal equally spaced numbers) ranging from 50 to 110 (1.25 to 6.25), thus producing a level of 

Shannon entropy of 5.93 (8.97), which is substantially higher than the level of entropy (1.58) under 

the Random-Target and Random-Piece Rate treatments. 

However, we found that workers did not exert more effort under the Curiosity-Piece Rate and the 

Curiosity-Target treatments than under the Random-Piece Rate and the Random-Target treatments 

(see negative and non-significant coefficient for ‘Curiosity Treatment’ in regressions [1] to [3] in 

Table A.10). 

Furthermore, most workers opted for the Known treatment when they could choose between 

Known and Random treatments (83.2%, proportion test < 0.001). Finally, we elicited the interest 

and enjoyment scale using the intrinsic motivation inventory 7-item scale (Ryan, 1982) (Cronbach 

 

27 This implication of Gul’s (1991) model follows from the disappointment aversion parameter (β) (see equation on 
top of p. 673) being positive, which has been shown to hold for gains and the range of probabilities considered in our 
experiment (see Abdellaoui and Bleichrodt, 2007). 
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α’s = 0.905 and 0.799 for lab and field data) but found no evidence that Random treatments led to 

higher levels of interest on the task. In the lab data, the Random-Target and Known-Target 

treatments led to similar levels of interest on the task (p-value = 0.489, rank sum test). In the field 

data, we found no differences in interest between Random-Target and Known-Target treatments 

(p-value = 0.885, rank sum test), and between Random-Piece Rate and Known-Piece Rate 

treatments (p-value = 0.870, rank sum test). Similarly, we did not find differences between 

Curiosity-Target and Random-Target (p-value = 0.564, rank sum test), and between Curiosity-

Piece Rate and Random-Piece Rate (p-value = 0.137, rank sum test). 

6. Discussion 

The incentive literature has overwhelmingly focused on deterministic schemes, possibly due to two 

reasons. First, scholars have shown deterministic schemes to be optimal under a broad range of 

conditions (see e.g., Laffont and Martimort, 2002). Second, researchers have questioned whether 

randomized schemes could be effectively implemented (see e.g., Arnott and Stiglitz, 1988). 

Furthermore, the existing literature in behavioral and health sciences has shown mixed evidence, 

thus supporting the idea that randomized schemes are indeed an intellectual curiosity not worth 

pursuing. Consequently, scholars and practitioners alike have widely recommended linking 

performance and rewards as clearly and predictably as possible (e.g., Vroom, 1987; Nadler and 

Lawler, 1977; Harter et al., 2003; Kim and Mauborgne, 2003; Rock, 2008; Latham, 2012). 

In contrast to these views, our paper presents a series of lab and field experiments showing that 

randomized incentive schemes can be successfully implemented and persistently outperform 

deterministic schemes. These findings directly address longstanding concerns regarding the 

adoption of randomized schemes in work environments, particularly the potential resistance from 

workers due to the heightened risk associated with such schemes and the potential distrust in the 

randomization process. 

By identifying regret as the key behavioral mechanism for our findings, we can make specific 

recommendations on how to use randomized schemes and prevent unintended effects. In particular, 

randomized schemes will have a positive effect on performance when monetary regret outweighs 

effort regret. While our findings suggest that monetary regret tends to be stronger than effort regret, 

compensation schemes characterized by a high probability of receiving no reward, irrespective of 

effort, might exacerbate effort regret and undermine the efficacy of randomized schemes. 



39 
 

(Dellavigna and Pope, 2018). We also show that randomized schemes can only be implemented 

effectively when workers lack an immediate opportunity to choose a regret-free deterministic 

scheme. This lack outside options often characterizes organizational settings, given that employees 

might not have immediate access to alternative compensation contracts. Therefore, our field 

experiment, which involved a repeated relationship with workers who likely had immediate access 

to multiple competing job postings, can be seen as a conservative estimate of the positive effect of 

randomized schemes on performance.  

Our research highlights the importance of incorporating regret motives in the study of incentives 

because such motives will be relevant not only under randomized schemes but also, more broadly, 

whenever the relationship between effort and performance is stochastic. This includes virtually all 

classical models studied in the theory of incentives, ranging from individual incentives with output 

shocks to relative incentive schemes. Regret could also play a critical role in models studying the 

provision of information in dynamic contests (Ederer, 2010; Halac et al., 2017; Mihm and Schlapp, 

2019). In the case of tournament incentives, our findings suggest that giving limited feedback to 

contestants about their competitors’ ability and performance might boost revenues in the same way 

as randomized targets under bonus schemes.  

Finally, we hope that our work will also inspire further research on the role of emotions in the 

incentive literature and encourage practitioners to consider the potential benefits of randomized 

incentive schemes. 
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Appendices 

A. Additional results 

A.1. Cumulative distribution functions across treatments 

A.1.1. Lab data 

 

Figure A.1. Histogram (left panel) and cumulative distribution (right panel) of production levels 

for the calibration exercise with 31 participants paid a piece rate of 16¢ per correct answer. The 

median production level is 26 with a first and fourth quartile production levels of 20 and 37. 

Production levels 

 
(a) Kolmgorov-Smirnov Test (p-value < 0.001)   (b) Kolmgorov-Smirnov Test (p-value = 0.008) 

p-value reported for the hypothesis: Known-Target(s) CDF above Random-Tandom CDF.28 

 

Figure A.2. Cumulative Distribution Functions of production levels for (a) all Known-Target 

treatments (solid blue curve) and the Random-Target treatment (dashed red curve), and (b) Best-

Known-Target treatment (26) (solid blue curve) and the Random-Target treatment (dashed red 

curve). 

 

28 Combined p-values lead to similar results. 
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Internet use (%) 

(a) Kolmgorov-Smirnov Test (p-value < 0.001)   (b) Kolmgorov-Smirnov Test (p-value = 0.029) 

p-value reported for the hypothesis: Known-Target(s) CDF above Random-Target CDF. 

 

Figure A.3. Cumulative Distribution Functions of internet use for (a) all Known-Target treatments 

(solid blue curve) and the Random-Target treatment (dashed red curve), and (b) Best-Known 

Target treatment (26) (solid blue curve) and the Random-Target treatment (dashed red curve). 

 

A.1.2. Field data 

Target treatments 

 
(a) Kolmgorov-Smirnov Test (p-value = 0.003)   (b) Kolmgorov-Smirnov Test (p-value = 0.106) 

p-value reported for the hypothesis: Known-Target(s) CDF above Random-Target CDF. 

 

Figure A.4. Cumulative Distribution Functions of internet use for (a) all Known-Target treatments 

(solid blue curve) and the Random-Target treatment (dashed red curve), and (b) Best-Known 

Target treatment (80) (solid blue curve) and the Random-Target treatment (dashed red curve). 
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Piece Rate treatments 

 

(a) Kolmgorov-Smirnov Test (p-value < 0.001)   (b) Kolmgorov-Smirnov Test (p-value = 0.078) 

p-value reported for the hypothesis: Known-Piece Rate(s) CDF above Random-Piece Rate CDF. 

 

Figure A.5. Cumulative Distribution Functions of production levels for (a) all Known-Piece Rate 

treatments (solid blue curve) and the Random-Piece Rate treatment (dashed red curve), and (b) 

Best-Known-Piece Rate treatment (3.75) (solid blue curve) and the Random-Piece Rate treatment 

(dashed red curve). 

 

  



51 
 

A.2. Additional Tables 

Table A.1. Production, internet use and randomized incentives 
Dependent Variable: Production (std) Internet use (std) 

 [1] [2] [3] [4] 

Intercept -0.256*** -0.059 0.113 -0.110 
 (0.084) (0.098) (0.100) (0.119) 
Treatment dummies     
Random-Target 0.736**** 0.522**** -0.761**** -0.521**** 
 (0.116) (0.131) (0.108) (0.132) 
Known-Target Low (13)  -0.457****  0.144 
  (0.134)  (0.169) 
Known-Target High (39)  -0.245  0.503** 
  (0.154)  (0.196) 
Ability and cognitive skills     
Task ability (std) 0.446**** 0.433**** -0.124 -0.110 
 (0.067) (0.066) (0.080) (0.082) 
Raven (std) 0.046 0.062 -0.069 -0.079 
 (0.062) (0.060) (0.074) (0.072) 
CRT (std) 0.070 0.068 0.056 0.061 
 (0.072) (0.072) (0.078) (0.081) 
Risk attitudes     
Risk aversion index (std) -0.080 -0.073 0.058 0.031 
[number of safe choices, Holt & Laury, 2002] (0.052) (0.052) (0.063) (0.062) 

Personality traits     
Openness (std) -0.166*** -0.161*** 0.113 0.094 
 (0.060) (0.059) (0.076) (0.073) 
Conscientiousness (std) 0.057 0.060 -0.056 -0.064 
 (0.063) (0.061) (0.078) (0.075) 
Extraversion (std) -0.062 -0.069 0.096 0.083 
 (0.058) (0.056) (0.071) (0.068) 
Agreeableness (std) 0.110* 0.117* -0.143* -0.132* 
 (0.064) (0.061) (0.078) (0.075) 
Neuroticism (std) -0.011 0.003 0.037 0.037 
 (0.069) (0.069) (0.078) (0.078) 
Demographics     
Male Dummy -0.136 -0.098 0.287* 0.264* 
 (0.134) (0.131) (0.161) (0.159) 
Age (std) 0.091*** 0.102*** -0.140*** -0.139*** 
 (0.034) (0.032) (0.048) (0.045) 

N 248 248 248 248 
F 13.496**** 14.178**** 5.762**** 5.431**** 
R2 0.331 0.355 0.165 0.197 
Average VIF predictors 1.224 1.292 1.224 1.292 

NO INDIVIDUAL CONTROLS     
Random-Target 0.561**** 0.257* -0.594**** -0.310** 
 (0.128) (0.146) (0.113) (0.132) 

This table reports the results from linear regressions with robust standard errors (in parentheses). Dependent variable: Production (std) 
in regressions [1] and [2], and Internet use (std) in regressions [3] and [4]. Random-Target (Known-Target Low) [Known-Target High] 
is a dummy taking value one for the Random-Target treatment (Known-Target treatment when the target value is 13) [Known-Target 
treatment when the target value is 39]. The bottom panel displays coefficient estimates in the absence of individual controls. (std) refers 
to standardized variables. *p<0.10, **p<0.05, ***p<0.01 and ****p<0.001.  
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Table A.2. Production and randomized targets and piece rates 
Treatment: Target Treatments Piece Rate Treatments Target & 
Production (std)  

[1] 
 

[2] 
 

[3] 
 

[4] 
Piece Rate 

[5] 

Intercept -0.258** -0.126 -0.294* -0.270 -0.224** 
 (0.125) (0.141) (0.161) (0.172) (0.113) 
Treatment dummies      
Random Treatments 0.224** 0.099 0.351**** 0.332*** 0.221*** 
 (0.109) (0.120) (0.102) (0.113) (0.084) 
Known-Target Low (50)  -0.101   -0.073 
  (0.090)   (0.081) 
Known-Target High (110)  -0.265***   -0.235** 
  (0.101)   (0.097) 
Known-Piece Rate Low (1.25)    -0.116 -0.139 
    (0.100) (0.092) 
Known-Piece Rate High (6.25)    0.064 0.055 
    (0.073) (0.069) 
Ability and cognitive skills      
Task ability (std) 0.243**** 0.245**** 0.379**** 0.378**** 0.305**** 
 (0.058) (0.058) (0.080) (0.080) (0.056) 
Raven (std) 0.153** 0.154** 0.045 0.044 0.099* 
 (0.069) (0.069) (0.069) (0.069) (0.052) 
CRT (std) 0.038 0.037 0.200** 0.199** 0.093* 
 (0.076) (0.076) (0.080) (0.080) (0.056) 
Risk attitudes      
Willingness to take risk index 
(std)29 

0.213**** 0.214**** 0.013 0.012 0.105** 

 (0.057) (0.056) (0.062) (0.062) (0.044) 
Personality traits      
Openness (std) -0.048 -0.049 -0.101 -0.098 -0.053 
 (0.075) (0.076) (0.084) (0.084) (0.063) 
Conscientiousness (std) -0.031 -0.032 0.164** 0.161** 0.074 
 (0.090) (0.091) (0.080) (0.080) (0.061) 
Extraversion (std) 0.017 0.012 -0.135* -0.125 -0.058 
 (0.066) (0.066) (0.077) (0.076) (0.053) 
Agreeableness (std) 0.197** 0.201*** -0.018 -0.016 0.079 
 (0.077) (0.077) (0.088) (0.087) (0.059) 
Neuroticism (std) 0.099 0.100 -0.084 -0.076 0.032 
 (0.079) (0.079) (0.066) (0.066) (0.058) 
Demographics      
Male Dummy 0.087 0.084 -0.234* -0.238* -0.036 
 (0.111) (0.112) (0.132) (0.132) (0.088) 
Age (std) 0.089 0.089 -0.118* -0.114* -0.002 
 (0.057) (0.057) (0.066) (0.066) (0.045) 

N 654 654 656 656 1310 
χ2 81.074**** 98.083**** 166.975**** 169.583**** 150.063**** 
R2 0.174 0.177 0.327 0.331 0.204 
Average VIF predictors 1.762 1.821 1.776 1.809 1.713 

NO INDIVIDUAL 
CONTROLS 

     

Random Treatments 0.276** 0.155 0.257** 0.371*** 0.243*** 
 (0.111) (0.121) (0.127) (0.116) (0.083) 

 

29 We use the “Willingness to take risk index” instead of the “Risk-aversion index” because it was available for all 
workers. 
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This table reports the results from linear panel regressions with robust standard errors (in parentheses) and random effects. Period 

fixed effects and scheduling fixed effects included. Dependent variable: Production (std). Known-Target Low (Known-Target High) 
[Known-Piece Rate Low {Known-Piece Rate Low} is a dummy taking value one for the Known-Target treatment when the target 
value is 50 (Known-Target treatment when the target value is 110) [Known-Piece Rate treatment when the target value is 1.25] 
{Known-Piece Rate treatment when the target value is 6.25}. Random-Target <Random-Piece Rate> is a dummy taking value one 
for the Random-Target <Piece Rate>Treatment. Random Treatments is a dummy variable that takes value one for the Random-
Target (Random-Piece Rate) {Random-Target and Random-Piece Rate} treatments in regressions (1) and (2) [(3) and (4)] {(5)}. 
The bottom panel displays coefficient estimates in the absence of individual controls. (std) refers to standardized variables. *p<0.10, 

**p<0.05, ***p<0.01 and ****p<0.001. 
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Table A.3. Production, randomized targets and piece rates, and learning 
Treatments: Target 

Treatments 
Piece Rate 
Treatments 

Target & Piece 
Rate  

Production (std) [1] [2] [3] 

Intercept -0.203 -0.300 -0.287** 
 (0.149) (0.193) (0.129) 
Treatment dummies    
Random Treatments 0.082 0.187 0.127 
 (0.166) (0.174) (0.118) 
Random Treatments × 0.043 0.051 0.049 
   Week number (0.047) (0.049) (0.034) 
Week number -0.017 0.017 0.001 
 (0.028) (0.037) (0.023) 
Piece Rate Treatment   0.028 
   (0.075) 
Ability and cognitive skills    
Task ability (std) 0.241**** 0.380**** 0.305**** 
 (0.058) (0.080) (0.056) 
Raven (std) 0.154** 0.045 0.100* 
 (0.069) (0.069) (0.053) 
CRT (std) 0.039 0.198** 0.090 
 (0.076) (0.080) (0.056) 

Risk attitudes 
   

Willingness to take risk index (std) 0.212**** 0.011 0.103** 
 (0.057) (0.062) (0.044) 

Personality traits 
   

Openness (std) -0.050 -0.100 -0.054 
 (0.075) (0.084) (0.064) 
Conscientiousness (std) -0.030 0.163** 0.076 
 (0.091) (0.080) (0.062) 
Extraversion (std) 0.018 -0.133* -0.059 
 (0.066) (0.077) (0.054) 
Agreeableness (std) 0.195** -0.016 0.076 
 (0.077) (0.088) (0.060) 
Neuroticism (std) 0.099 -0.083 0.030 
 (0.079) (0.067) (0.058) 

Demographics    

Male Dummy 0.087 -0.234* -0.032 
 (0.111) (0.132) (0.088) 
Age (std) 0.088 -0.116* -0.002 
 (0.056) (0.066) (0.045) 

N 654 656 1310 
χ2 80.984**** 177.186**** 138.618**** 
R2 0.174 0.327 0.200 
Average VIF predictors 2.776 2.703 2.593 

NO INDIVIDUAL CONTROLS    
Random Treatments × 0.052 0.053 0.053 
   Week number (0.046) (0.049) (0.034) 

This table reports the results from linear panel regressions with robust standard errors (in parentheses) and random effects. 

Period fixed effects and scheduling fixed effects included. Dependent variable: Production (std). Random Treatments is a 
dummy variable that takes value one for the Random-Target (Random-Piece Rate) {Random-Target and Random-Piece Rate} 
treatments in regressions (1) [(2)] {(3)}. The bottom panel displays coefficient estimates in the absence of individual controls. 
(std) refers to standardized variables. *p<0.10, **p<0.05, ***p<0.01 and ****p<0.001. 
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Table A.4. Choice of Known incentive scheme and risk attitudes 
Known Scheme Dummy [1] [2] [3] 

Intercept 1.657**** 1.310**** 1.731**** 
 (0.436) (0.396) (0.418) 
Treatment dummies    
Target Treatment -0.049 0.160 -0.106 
 (0.243) (0.217) (0.236) 
Ability and cognitive skills    
Task ability (std) -0.218* -0.185 -0.213 
 (0.131) (0.125) (0.135) 
Raven (std) 0.161 0.134 0.143 
 (0.161) (0.142) (0.164) 
CRT (std) 0.257* 0.188 0.242 
 (0.154) (0.134) (0.152) 
Risk attitudes    
Risk aversion index (std) -0.224*  -0.222* 
[number of safe choices, Holt & Laury, 2002] (0.129)  (0.132) 

Willingness to take risk index (std)30  -0.183 -0.213 
  (0.169) (0.185) 
Personality traits    
Openness (std) -0.132 -0.136 -0.176 
 (0.184) (0.170) (0.194) 
Conscientiousness (std) 0.113 0.097 0.043 
 (0.196) (0.189) (0.214) 
Extraversion (std) 0.148 0.254 0.248 
 (0.157) (0.155) (0.178) 
Agreeableness (std) -0.094 -0.154 -0.114 
 (0.160) (0.155) (0.162) 
Neuroticism (std) 0.107 0.162 0.070 
 (0.198) (0.187) (0.206) 
Demographics    
Male Dummy -0.071 0.036 -0.049 
 (0.254) (0.235) (0.257) 
Age (std) -0.146 -0.131 -0.205 
 (0.124) (0.118) (0.133) 

N 186 214 186 
χ2 38.163*** 27.774 37.434** 
Pseudo R2 0.161 0.119 0.172 
Average VIF predictors 1.775 1.831 1.832 

NO INDIVIDUAL CONTROLS    
Risk aversion index (std) -0.150  -0.154 
 (0.120)  (0.122) 
Willingness to take risk index (std)  -0.073 -0.087 
  (0.103) (0.115) 

This table reports the results from probit regressions with robust standard errors (in parentheses). Dependent variable: Known 

Scheme Dummy, which takes value one when a worker opted for the known scheme. Target Treatment is a dummy that takes value 
one for Target treatments. The bottom panel displays coefficient estimates in the absence of individual controls. (std) refers to 
standardized variables. *p<0.10, **p<0.05, ***p<0.01 and ****p<0.001 

 

30 We use the “Willingness to take risk index” instead of the “Risk-aversion index” in the field study because it was 
available for all workers. 
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Table A.5. Production, regret and randomized incentives 
Treatments: 
 

Production (std) 

Random 
Treatments 

 
[1] 

Known 
Treatments 

 
[2] 

Random & 
Known 

Treatments 
[3] 

Intercept -0.086 -0.156 -0.266** 
 (0.171) (0.132) (0.113) 
Regret motives    
Monetary regret (std) 0.165*** -0.008 0.001 
 (0.058) (0.069) (0.063) 
Monetary regret (std) ×   0.150* 
   Random Treatments   (0.081) 
Effort regret (std) -0.096 -0.023 -0.068 
 (0.073) (0.093) (0.075) 
Effort regret (std) ×   -0.021 
   Random Treatments   (0.085) 
Treatment dummies    
Random Treatments   0.245*** 
   (0.078) 
Piece Rate Treatments 0.043 -0.031 0.033 
 (0.121) (0.099) (0.079) 
Ability and cognitive skills    
Task ability (std) 0.379**** 0.355**** 0.340**** 
 (0.072) (0.084) (0.061) 
Raven (std) -0.066 0.201*** 0.102* 
 (0.085) (0.071) (0.056) 
CRT (std) 0.190** -0.068 0.032 
 (0.089) (0.084) (0.063) 
Risk attitudes    
Willingness to take risk index (std) 0.139** 0.058 0.098** 
 (0.064) (0.069) (0.047) 
Openness (std) -0.029 -0.075 -0.084 
 (0.102) (0.099) (0.070) 
Personality traits    
Conscientiousness (std) 0.025 0.104 0.079 
 (0.131) (0.082) (0.068) 
Extraversion (std) -0.026 -0.025 -0.032 
 (0.078) (0.088) (0.057) 
Agreeableness (std) 0.040 0.098 0.071 
 (0.079) (0.094) (0.062) 
Neuroticism (std) 0.068 0.061 0.038 
 (0.088) (0.081) (0.059) 
Demographics    
Male Dummy -0.062 -0.040 -0.068 
 (0.127) (0.117) (0.092) 
Age (std) -0.076 0.071 -0.006 
 (0.060) (0.072) (0.047) 

N 517 701 1218 
χ2 85.294**** 76.802**** 134.614**** 
R2 0.218 0.239 0.214 
Average VIF predictors 1.759 1.892 1.835 
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NO INDIVIDUAL CONTROLS    
Monetary regret (std) 0.181*** 0.017 0.019 
 (0.061) (0.068) (0.068) 
Monetary regret (std) ×     0.153* 
   Random Treatments   (0.092) 
Effort regret (std) -0.200*** -0.261**** -0.252**** 
 (0.066) (0.063) (0.063) 
Effort regret (std) ×   0.060 
   Random Treatments   (0.091) 

This table reports the results from linear panel regressions with robust standard errors (in parentheses) and random effects. Period 
fixed effects and scheduling fixed effects included. Dependent variable: Production (std). Random (Known) Treatments is a dummy 
variable that takes value one for the Random- (Known-) Target and Random- (Known-) Piece Rate treatments. Piece Rate 
Treatments is a dummy variable that takes value one for the Piece Rate treatments. The bottom panel displays coefficient estimates 

in the absence of individual controls. (std) refers to standardized variables. *p<0.10, **p<0.05, ***p<0.01 and ****p<0.001 
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Table A.6. Production, effort-regret premium and randomized incentives 
Treatments: Random 

Treatments 
Known 

Treatments 
All 

Treatments 
Production (std) [1] [2] [3] 

Intercept -0.400 -0.169 -0.423* 
 (0.295) (0.270) (0.231) 
Treatment dummies    
Effort regret premium (std) -0.477**** 0.105 0.082 
 (0.087) (0.086) (0.094) 
Effort regret premium (std) ×   -0.448*** 
   Random Treatments   (0.171) 
Treatment dummies    
Piece Rate Treatments 0.287 0.374* 0.505*** 
 (0.196) (0.209) (0.174) 
Random Treatments   0.078 
   (0.176) 
Ability and cognitive skills    
Task ability (std) 0.759**** 0.440*** 0.442**** 
 (0.120) (0.139) (0.105) 
Raven (std) -0.025 0.211 0.101 
 (0.143) (0.164) (0.116) 
CRT (std) 0.448**** -0.147 0.022 
 (0.133) (0.134) (0.110) 
Risk attitudes    
Willingness to take risk index (std) 0.108 0.302** 0.130 
 (0.094) (0.153) (0.099) 
Personality traits    
Openness (std) 0.150 0.050 0.028 
 (0.161) (0.141) (0.122) 
Conscientiousness (std) -0.824**** 0.196 -0.213 
 (0.203) (0.179) (0.155) 
Extraversion (std) 0.205 0.038 -0.005 
 (0.161) (0.142) (0.115) 
Agreeableness (std) 0.457*** 0.233 0.338** 
 (0.166) (0.235) (0.144) 
Neuroticism (std) -0.212** 0.404* 0.036 
 (0.083) (0.209) (0.154) 
Demographics    
Male Dummy 0.160 -0.207 -0.019 
 (0.165) (0.255) (0.178) 
Age (std) 0.100 0.318** 0.181* 
 (0.106) (0.150) (0.102) 

N 102 213 315 
χ2 935.620**** 53.338**** 82.606**** 
R2 0.718 0.455 0.417 
Average VIF predictors 3.015 2.629 2.070 

NO INDIVIDUAL CONTROLS    
Effort regret premium (std) -0.290* -0.130 -0.114 
 (0.154) (0.095) (0.088) 
Effort regret premium (std) ×   -0.178 
   Random Treatments   (0.167) 

This table reports the results from linear panel regressions with robust standard errors (in parentheses) and random effects. Period 
fixed effects and scheduling fixed effects included. Dependent variable: Production (std). Piece Rate (Random) Treatments is a 
dummy variable that takes value one for the Piece Rate (Random) treatments. The bottom panel displays coefficient estimates in 

the absence of individual controls. (std) refers to standardized variables. *p<0.10, **p<0.05, ***p<0.01 and ****p<0.001 
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Table A.7. Choice of known incentive scheme and risk attitudes 
Known Scheme Dummy [1] [2] [3] [4] 

Intercept 1.433**** 1.427**** 1.435**** 1.397**** 
 (0.394) (0.395) (0.396) (0.402) 
Regret motives     
Monetary regret (std) 0.357** 0.369** 0.380** 0.375** 
 (0.149) (0.155) (0.160) (0.165) 
Effort regret (std) -0.090 -0.109 -0.115 -0.182 
 (0.203) (0.204) (0.206) (0.215) 
Probability weights     
w(0.33) (std)  -0.036   
  (0.135)   
w(0.67) (std)   -0.071  
   (0.141)  
Loss aversion     
Loss aversion index (std)    0.101 
    (0.134) 
Treatment dummies     
Target Treatment 0.304 0.242 0.254 0.425* 
 (0.233) (0.236) (0.238) (0.252) 
Ability and cognitive skills     
Task ability (std) -0.289** -0.253* -0.247* -0.326** 
 (0.145) (0.151) (0.149) (0.150) 
Raven (std) 0.017 -0.021 -0.026 0.002 
 (0.172) (0.182) (0.181) (0.174) 
CRT (std) 0.208 0.212 0.217 0.215 
 (0.161) (0.166) (0.167) (0.171) 
Risk attitudes     
Willingness to take risk index (std) -0.162 -0.168 -0.162 -0.202 
 (0.222) (0.227) (0.229) (0.244) 
Personality traits     
Openness (std) -0.172 -0.258 -0.255 -0.129 
 (0.194) (0.188) (0.191) (0.210) 
Conscientiousness (std) 0.243 0.297 0.287 0.145 
 (0.213) (0.214) (0.216) (0.236) 
Extraversion (std) 0.219 0.286 0.280 0.213 
 (0.179) (0.180) (0.182) (0.212) 
Agreeableness (std) -0.248 -0.259 -0.250 -0.221 
 (0.172) (0.173) (0.172) (0.184) 
Neuroticism (std) 0.114 0.155 0.147 0.091 
 (0.206) (0.213) (0.214) (0.216) 
Demographics     
Male Dummy -0.161 -0.166 -0.166 -0.243 
 (0.271) (0.272) (0.273) (0.279) 
Age (std) -0.157 -0.081 -0.081 -0.109 
 (0.135) (0.132) (0.133) (0.144) 

N 188 178 178 171 
χ2 38.398** 33.560* 33.196* 30.049 
Pseudo R2 0.181 0.182 0.183 0.189 
Average VIF predictors 1.902 1.900 1.904 1.938 

NO INDIVIDUAL CONTROLS     
Monetary regret (std) 0.370***    
 (0.131)    
Effort regret (std) -0.025    
 (0.122)    
w(0.33) (std)  -0.139   
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  (0.113)   
w(0.67) (std)   -0.107  
   (0.124)  
Loss aversion index (std)    0.120 
    (0.122) 

This table reports the results from probit regressions with robust standard errors (in parentheses). Dependent variable: Known 

Scheme Dummy, which takes value one when a worker opted for the known scheme. Individual controls include ability, cognitive 
skills, personality and demographics. Target Treatment is a dummy that takes value one for Target treatments. The bottom panel 

displays coefficient estimates in the absence of individual controls. (std) refers to standardized variables. *p<0.10, **p<0.05, 

***p<0.01 and ****p<0.001 
 

Table A.8. Production, probability distortions and randomized incentives. 
Treatments: Random-Target Treatment Random-Piece Rate Treatment 
Production (std) [1] [2] [3] [4] 

Intercept -0.667** -0.674** -0.325 -0.252 
 (0.288) (0.293) (0.374) (0.397) 
Probability weights     
w(0.33) (std) 0.001  -0.243  
 (0.091)  (0.159)  
w(0.67) (std)  0.015  -0.094 
  (0.056)  (0.178) 
Regret motives     
Monetary regret (std) 0.364** 0.362** 0.228* 0.176 
 (0.158) (0.155) (0.119) (0.113) 
Effort regret (std) -0.038 -0.036 -0.041 -0.092 
 (0.168) (0.168) (0.132) (0.135) 
Ability and cognitive skills     
Task ability (std) 0.474**** 0.469**** 0.426**** 0.445**** 
 (0.134) (0.133) (0.129) (0.135) 
Raven (std) 0.046 0.042 -0.061 -0.063 
 (0.119) (0.124) (0.118) (0.129) 
CRT (std) 0.011 0.020 0.240* 0.296** 
 (0.165) (0.167) (0.144) (0.137) 
Risk attitudes     
Willingness to take risk index (std) 0.331*** 0.330*** -0.119 -0.023 
 (0.113) (0.109) (0.163) (0.144) 
Personality traits     
Openness (std) 0.259 0.264 -0.156 -0.198 
 (0.233) (0.234) (0.136) (0.149) 
Conscientiousness (std) -0.269 -0.266 0.112 0.196 
 (0.238) (0.238) (0.229) (0.232) 
Extraversion (std) -0.236 -0.237 -0.003 -0.030 
 (0.156) (0.156) (0.132) (0.142) 
Agreeableness (std) 0.176 0.176 -0.001 0.058 
 (0.127) (0.127) (0.211) (0.226) 
Neuroticism (std) 0.007 0.014 -0.084 -0.022 
 (0.188) (0.191) (0.150) (0.142) 
Demographics     
Male Dummy 0.252 0.261 0.170 0.073 
 (0.295) (0.292) (0.347) (0.369) 
Age (std) -0.079 -0.079 -0.279** -0.293** 
 (0.095) (0.095) (0.114) (0.117) 



61 
 

N 156 156 165 165 
χ2 88.020**** 85.506**** 144.018**** 108.300**** 
R2 0.423 0.422 0.500 0.463 
Average VIF predictors 2.416 2.413 2.556 2.527 

INTERACTION     

w(0.33) (std) × Task ability (std) 0.146  -0.076     
 (0.100)  (0.152)  
w(0.67) (std) × Task ability (std)  0.090  -0.144 
  (0.092)  (0.257) 

NO INDIVIDUAL CONTROLS     
w(0.33) (std) 0.047  -0.375***  
 (0.117)  (0.116)  
w(0.67) (std)  0.026  -0.142*** 
  (0.082)  (0.217) 

This table reports the results from linear panel regressions with robust standard errors (in parentheses) and random effects. Period fixed effects and scheduling 
fixed effects included. Dependent Variable: Production (std). The bottom panel displays coefficient estimates in the absence of individual controls. (std) refers 

to standardized variables. *p<0.10, **p<0.05, ***p<0.01 and ****p<0.001 
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Table A.9. Production, regret and randomized incentives. 
Treatments: 
 
Production (std) 

Random- 
Target (Field Data)  

[1] 

Random- 
Piece Rate (Field Data) 

[2] 

Random- 
Target (Lab Data) 

[3] 

Constant -0.380 -0.244 0.291** 
 (0.286) (0.448) (0.141) 
Loss aversion    
Loss aversion index (std) -0.099 -0.320 -0.104 
 (0.123) (0.252) (0.088) 
Regret motives    
Monetary regret (std) 0.465*** 0.154 - 
 (0.152) (0.145)  

Effort regret (std) -0.233* 0.099 - 
 (0.138) (0.201)  
Ability and cognitive skills    
Task ability (std) 0.438*** 0.454*** 0.423**** 
 (0.148) (0.154) (0.119) 

Raven (std) -0.021 -0.031 0.004 
 (0.131) (0.162) (0.122) 
CRT (std) 0.059 0.265* 0.114 
 (0.189) (0.157) (0.157) 

Risk attitudes    

Risk aversion index (std) - - -0.189** 
[number of safe choices, Holt & Laury, 2002] 

  (0.084) 

Willingness to take risk index (std) 31 0.396*** 0.019 - 

 (0.136) (0.156)  

Personality traits    
Openness (std) -0.038 -0.002 0.024 
 (0.269) (0.116) (0.100) 
Conscientiousness (std) -0.309 0.098 -0.021 

 (0.244) (0.189) (0.175) 
Extraversion (std) -0.011 -0.215 0.049 
 (0.140) (0.223) (0.103) 
Agreeableness (std) 0.298** 0.093 0.127 

 (0.132) (0.257) (0.127) 
Neuroticism (std) 0.015 -0.159 0.090 
 (0.204) (0.180) (0.151) 
Demographics    

Male Dummy 0.041 0.049 0.266 

 (0.289) (0.318) (0.270) 
Age (std) 0.081 -0.076 0.114 
 (0.096) (0.148) (0.093) 

N 162 148 52 
Chi2 71.311**** 255.893**** 2.586** 
R2 0.398 0.515 0.364 

MeanVIF 2.594 2.744 1.545 

NO INDIVIDUAL CONTROLS    
Loss aversion index (std) -0.155 -0.340** -0.025 
 (0.108) (0.164) (0.085) 

 

31 We use the “Willingness to take risk index” instead of the “Risk-aversion index” in the field study because it was 
available for all workers. 
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This table reports the results from linear panel regressions with robust standard errors (in parentheses) and random effects. Period fixed 

effects and scheduling fixed effects included. Dependent variable: Production (std). The bottom panel displays coefficient estimates in 

the absence of individual controls. (std) refers to standardized variables. *p<0.10, **p<0.05, ***p<0.01 and ****p<0.001  

 
Table A.10. Production, curiosity and randomized incentives. 

Treatments: 
 
Production (std) 
 

Random-Target & 
Curiosity treatments 

 
[1] 

Random-Piece Rate 
& Curiosity 
treatments 

[2] 

All Random & 
Curiosity treatments 

 
[3] 

Intercept -0.007 -0.032 -0.091 
 (0.145) (0.164) (0.112) 
Curiosity Treatments -0.135 -0.022 -0.076 
 (0.111) (0.106) (0.074) 
Piece Rate Treatments   0.079 
   (0.074) 
Ability and cognitive skills    
Task ability (std) 0.337**** 0.309**** 0.325**** 
 (0.064) (0.080) (0.051) 
Raven (std) 0.074 0.035 0.070 
 (0.070) (0.081) (0.053) 
CRT (std) 0.153** 0.322**** 0.226**** 
 (0.071) (0.075) (0.051) 
Risk attitudes    
Willingness to take risk index (std) 0.156** 0.042 0.102** 
 (0.063) (0.063) (0.046) 
Personality traits    
Openness (std) 0.029 -0.090 -0.025 
 (0.090) (0.075) (0.062) 
Conscientiousness (std) -0.004 0.063 0.033 
 (0.095) (0.098) (0.073) 
Extraversion (std) -0.065 -0.070 -0.074 
 (0.076) (0.073) (0.054) 
Agreeableness (std) 0.037 0.075 0.056 
 (0.092) (0.067) (0.055) 
Neuroticism (std) -0.054 0.007 -0.012 
 (0.085) (0.075) (0.063) 
Demographics    
Male Dummy 0.005 0.016 0.039 
 (0.108) (0.123) (0.082) 
Age (std) -0.010 -0.075 -0.037 
 (0.060) (0.060) (0.042) 

N 520 523 1043 
χ2 104.798**** 160.663**** 216.565**** 
R2 0.252 0.363 0.290 
Average VIF predictors 1.788 1.788 1.687 

NO INDIVIDUAL CONTROLS    
Curiosity Treatments -0.132 -0.017 -0.073 
 (0.122) (0.131) (0.089) 

This table reports the results from linear panel regressions with robust standard errors (in parentheses) and random effects. Period 

fixed effects and scheduling fixed effects included. Dependent variable: Production (std). Piece Rate (Curiosity) Treatments is a 

dummy variable that takes value one for the Piece Rate (Curiosity) treatments. The bottom panel displays coefficient estimates in 

the absence of individual controls. (std) refers to standardized variables. *p<0.1, **p<0.05, ***p<0.01, ****p<0.001 
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C. Additional analyses 

C.1. Target achievement 

In this section, we investigate whether workers achieved their targets. In Figure C.1 we show the 

proportion of workers who achieved each of the three possible targets depending on their assigned 

target. For workers who were assigned a low target (13 in the Lab experiment and 50 in the Field 

experiment), the vast majority (98.1% and 74.8%) achieved the target. However, the share of 

workers who achieved the low target when assigned a medium (26 or 80) [high (39 or 110)] target, 

was significantly lower (81.6% and 64.6%; p-values = 0.004 and 0.078, proportion tests) [57.9% 

and 49.2%; p-values < 0.001]. This is probably due to a discouragement effect by which some 

workers, particularly those with low abilities, receiving medium or high targets may consider that 

they will not be able to achieve those targets and, as a result, quit producing. Interestingly, under 

random targets most of the workers did not quit and a remarkably similar proportion of workers 

achieved the low target (95.7% and 73.9% in the Lab and Field experiments), when compared to 

those who were assigned a low target in the Known-Target treatment (with respective p-values of 

0.449 and 0.831). A similar pattern emerges for medium and high targets. The proportion of 

workers who achieved the medium [high] target in the Random-Target treatment (68.4% and 

40.0%) [19.7% and 13.1%] was similar to the Known-Target treatment when workers were 

assigned the medium [high] target (62.3% and 37.8%; p-values = 0.440 and 0.689) [17.4% and 

9.9%; p-values = 0.717 and 0.339]. In sum, randomized targets induced workers to achieve each 

of the potential targets as if the target value was known.  

 

Figure C.1. Percentage of workers who achieved each target by treatment in the Lab experiment 
(left panel) and in the Field experiment (right panel). 
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Supplementary Material (online) 

(Instructions) 

 

Available at:  

https://acesse.one/RandomizedIncentives-instructions 

SM1. Lab Study 

SM2. Field Study 

SM2.1. Incentive treatments 

SM2.2. Additional instructions 

 

https://acesse.one/RandomizedIncentives-instructions

